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A Generalized Learning Algorithm for an
Automaton Operating in a Multiteacher Environment
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Abstract—Learning algorithms for an automaton operating automaton operating in a multiteacher environment [16]-[20].
in a multiteacher environment are considered. These algorithms Baba considered the case in which a single action selected by
are classified based on the number of actions given as inputstr.|e automaton at stageis given as input to all the environ-

to the environments and the number of responses (outputs) ts. Al of the af " dl . lgorith dat
obtained from the environments. In this paper, we present a ments. of the alorementioned learning algornithms update

general class of learning algorithm for multi-input multi-output ~ the action probability vector based on the multiresponses (or
(MIMO) models. We show that the proposed learning algorithm single response) obtained from the multiteacher (or single
is absolutely expedient ande-optimal in the sense of average teacher) for the same action as input. These types of algorithm
penalty. The proposed leaming algorithm is a generalization of gy de the cases in which there areteachers and they are
Baba's GAE algorithm [16] and has applications in solving, in a . . ) . . .
parallel manner, multi-objective optimization problems in which prowpled with dlffer_ent a_Ctmn_S as 'npUtsf' In this paper, we
each objective function is disturbed by noise [20]. consider the case in which different actions selected by the
automaton are given as inputs to multiteacher environment.
Learning algorithms can be classified as linear or nonlinear,
stationary or nonstationary, etc. Let us classify the learning
algorithms based on the number of actions given as inputs to
. INTRODUCTION the environments and number of responses (outputs) obtained

HE STUDY of deterministic automata operating in drom the environments. A single automaton operating in a

random environment was initiated by Tsetlin [1] to modegingle-teacher environment can be considered as a single-input,
the behavior of biological systems. Varshavskii and Vorontsog#gle-output model (SISO). Baba’s automaton operating in
[2] extended the concept to variable structure stochastic @imultiteacher environment is a single-input multiple-output
tomata. Norman [3]-[5] studied a stochastic automaton withodel (SIMO), since all the teachers (environments) are
two states and showed thatoptimality can be ensured for Provided with the same action as input and the environments
the Lr_; scheme, and later, this scheme was proved to Beovide multiple probabilistic responses based on multicriteria.
e-optimal in the generah-state case [6], [7]. Lakshmivara-The case in which different actions are applied as inputs to the
han and Thathachar [8] introduced the concept of absolutalltiteacher environment at the same titnand according to
expediency and proved this class of algorithms to &e the same action probability and each environment providing a
optimal under additional constraints. Many of these resufgsponse according to its own criteria has not been studied.
are documented in a survey by Narendra and Thathachar [1filfis case corresponds to multi-input multi-output (MIMO)
The book by Lakshmivarahan [10] provides a introduction t&odel. MIMO model studies the learning behavior of a student
learning algorithm theory. Recent research results and curréfito poses different questions to different teachers at the same
applications of learning algorithms are also available in book§e and obtains multiple answer to his questions. In the
by Narendra and Thathachar [12] and Najim and Poznyak [28¢al world, we are often confronted with different alternatives
Most of these results apply to a single automaton operating it@d different teachers providing answers to different questions
single-teacher environment. Some authors studied the learn#igthe same time. MIMO model addresses these types of
behavior of a stochastic automaton operating in a multiteach@frning situations. Also, MIMO algorithm is a generalization
environment (Fig. 1). Kodischek and Narendra [13] consider&f Baba's GAE algorithm. The learning automaton considered
the learning behavior of a fixed-structure automaton actifg a P-typé automaton [12].
in a multiteacher environment. Thathachar and Bhakthavath-The MIMO learning algorithm can be applied to both single
salam [14] studied learning behavior of a variable-structuféiterion and multicriterion models. In the single-criterion
stochastic automaton in a two-distinct-teacher environmeftodel, all the different teachers (environments) use the same

Baba extensively studied the learning behavior of a stochagt/éerion, i.e., the reward—penalty probabilities are the same
for all teachers. In the multicriterion model, each environment
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Fig. 1. Stochastic automaton A operating in a MIMO environment.

an actionl (a;) which all teachers agree is the best action, i.e., The proposed learning algorithm can be used to solve multi-
objective optimization problems [20] in which each objective

function is disturbed by noise. Since the proposed algorithm
and alli (1 <¢<n,i#1) (1) is a parallel version of SISO for the single-criterion case, it
can be used for a wide range of application given by Najim

wherec; denotes the probability of failure (penalty probabﬂ:rmd Poznyak [25]

ity) for action ¢ according to environment. This condition This paper is organized as follows. In the Section I, a

corresponds to the statement that the teachers “agreertlthatb e . ; ; .
. . rief introduction to the learning algorithm for a stochastic
actionq; is the best one. Baba [16]-[18] used a more general

" . . . . automaton operating in a multiteacher environment is given
condition than (1) in which there exists an actiepsuch that . . o
) L and the learning algorithms are classified based on the number
its total penalty probability is smaller than the total penalt

o . : 8t actions given as inputs to the environments and number
probability of other actions, i.e., . :
of responses (outputs) obtained from the environments. In
A+, <+t foralld, Section II, a mathematical description of the problem is given.
1<i<n,(il). ) S_e_ction Il describes the learning automa.ton and varipus defi-
nitions needed to study the problem are given. In Section 1V, a
In this paper, we make the same assumption as given by (2)garning algorithm for the MIMO case is given, and we show
find the best action with the smallest total penalty probabilityhat the proposed learning algorithm is absolutely expedient
The proposed learning algorithm is better than Babaihd under additional constraints dsoptimal in the sense of
GAE algorithm, in the sense it has a parallel structure amgerage penalty. In the Section V, the proposed algorithm is
more flexibility. In the GAE algorithm, all then teacher- simulated for various cases and the results of the simulations
environments have to be provided with the same action as presented.
input. In the proposed algorithm, actions given to the envi-
ronments need not be the same. Also, instead of selecting
different actions as inputs, we can send the action probability
vector as input to all the teacher-environments and let themLet us consider that we hawve stationary P-type teacher-
select their own actions according k). This flexible environments. Each of these P-type environments evaluates a
nature of the algorithm decentralizes the processing, redufieite number of actiongn) probabilistically. If the outcome
the computational overhead for the automaton and can makean evaluation is O, it is a success, and if the outcome is 1,
efficient use of parallel processors, if they play the role dff is a failure. The evaluation of an action by an environment
environments. is done according to its own reward—penalty criterion. di.jet

cﬁ»<c§»f0ra||j(1§j§m)

Il. STATEMENT OF THE PROBLEM
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be the probability of success (reward probability) for actionand each of thez; at time & is selected according to the
according to environment Let cj be the probability of failure action probability vectop(k). The action probability vector
(penalty probability) for actior according to environment p(k) = [p1(k),p2(k), -, pa(k)]* represents the probability
and distribution with which actionc; is selected for internal
state »; at time k. G = {g1,92, -+, 9m} denotes them
deterministic one to one output mapping of the internal states
(k) to the outputy, (k) of the automatony, (k) = g;(z,;(k)).

this problemg; is an identity mapping ang; (k) = z; (k).

d=1-d;, 1<j<mandli<i<n.  (3)

Each environment has a different penalty probability criterioff

and hence the above problem is called a multicriterion prob- s th i t sch | : loorith
lem. We can use theser environments to probabilistically represents the reinforcement scheme (learning algorithm)

evaluatem actions selected independently from the finitg"hiCh generatep(k + 1) from p(k). The initial condition

group of n actions. Each action can be selected more thglclo) is given by

once, and the actions are selected according to the action 1

probability vectorp(k) at time k. The penalty probabilities p1(0) = =p,(0) = —. (6)
of these actions are not known to us. "

Koditschek and Narendra [13] introduced the concept @fiso the p(k) at every timek should satisfy the following
learning automaton under a multiteacher environment. Thgyyuirements:
studied the learning behavior of a fixed-structure automaton
acting in a P-type multiteacher environment. Their objective n
was to find the best action with the smallest penalty probabil-
ity. They made an assumption that the teachers “agree” that i=
ith actiony; is the best one, the assumption is given by (1). _ _
The condition given by (1) is very restrictive. Baba [16]—[18] To evaluate the effectiveness of the proposed learning

used a more general condition than (1) in which there exists @g°rithm for a stochastic automaton operating in a multi-

actiony, such that its total penalty probability is smaller thaffacher environment, we need various performance measures.

the total penalty probability of other actions. The condition i5N€ different performance measures such as average penalty,

given by (2). Dividing both sides of (2) by, we get average optimality, etc., have been set up by various authors for
the single teacher environment and multiteacher environments

pi(k) =1, 0<pi(k) <1 (7)

—

penalty o S
[12], [16]. These measures are modified for the multicriterion
A+ 4+, d4+-+6, model and are given below.
m < m ’ Definition 1: The average penalty/, (k) for a given action
forallé,1 <i<mn,(i#I). (4) vector p(k) based on teachef reward—penalty criterion at
stagek for a learning automaton operating under a multi-
Let us denote the above inequality as follows: teacher environment is given by
ac; < ac;, foralli,1 <i<n, (i#]). (5) "
where M;(k) = 2_) cipi(k) ®)
ac; = (¢i +---+¢,/m)  denotes the average penalty
for actions; wherec’; denotes the penalty probability for actioaccording
acy = min{acy, -, ac, }. to environment;.
The goal is to find the best actiop with the smallest average Definition 2: The average weighted penalty is defined as
penalty. follows:
[1l. L EARNING AUTOMATON AND Z M;(k)
ITS PERFORMANCE MEASURES =1
. . : . AM(F) = =——— =" pi(k)ac;. ©)
Let us briefly describe the learning mechanism of a stochas- m =

tic automatonA4 operating in a multiteacher P-type stationary
environment. The stochastic automaton is defined by the seDefinition 3: A learning algorithm for a stochastic au-
{S, Y, a, Z, G, p(k), T}where S denotes the set of inputsomaton is said to beabsolutely expedienin the general

(41,42, -, %m) to the automaton, wherg (j = 1,2,---,m) multiteacher environment if
is the response from teach®j (c},cj, - -, ¢}) and has binary
values of 0 and 1. The 0 indicates reward response fiym E[AM(k+ 1)|p(k)] < AM (k) (10)

and 1 indicates penalty response frafp. Y denotes the set

of outputs(y1, y2, -, ym) applied to each of the: environ-  for gl £, all pi(k) € (0,1), (i = 1,
ments, wherg); € o (j = 1,2,---,m). The finite action setis possible setgci} (j=1,2,---,m), (i
represented bw = {ay, as, - -+, o, }, the set from which the R

peSt action is chosen. Z {z1,22, -, 2 } represents then 2It is assumed that cases with all actions having equal average penalty
internal states of the automatos; € «,(j = 1,2,---,m) probabilities are excluded.

2,---,n) and for all
=1,2,---,n).2
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Definition 4: A learning algorithm for a stochastic au- Assumption 1:g; and’; are continuous functions.
tomaton is said to be-optimal in the general multiteacher Assumption 2:g; and h; are nonnegative functions.

environment if Assumption 3:
To generalize the learning algorithm for MIMO case, we need 0< Z (p;+h;(p) <1 (15)
to define the sample space of the outputs of the teachers, and i

they are stated as follows.

Definition 5: Let the sample space of the outputs of teach&" all p; € (0,1) and allj = 1,2,---, 7.
j operating in a multiteacher environment be Remark 1: The Assumption 3 of (15) ensures that all the

components ofi(k + 1) € (0,1) when all the components of
Q; :{04}5,04]2»5,---,a?S,aiF,a?F,---,a?F} (12) p(k) € (0,1).

: ) Remark 2: From the proposed general learning scheme,
whereq;S denotes a success response from teaghehen  general learning algorithm for SISO model given by [12, Eq.
the input given to it by the automatond§ and o/ " denotes (4.61)] and Baba's GAE algorithm given by [18, Egs. (14) and
a failure response from teachgrwhen the input given to it (15)] can be obtained as special cases.
by the automaton isy;. Note 1: Let us denotey;(k + 1) of (14) for MIMO model
of all the teachers operating in a multiteacher environmepe written as an average of the general learning algorithms for
and it is given by SISO models and is stated as a lemma as follows.

Lemma 1: The proposed general learning scheme (14) for
Q=0 Q e X Q 13 ey
LA X 13 vimo model pM™O©(}:41) can be expressed as an average of
and [ = (2n)™. the general learning algorithms for SISO modets© (k +1)
given by (4.61) in [12] and it is given as follows. For all

it (1 =1,2,---.n
IV. PROPOSEDLEARNING ALGORITHM ( 2,0005m)

Let p(k) be the action probability vector at tinkeandp, (k) 1l
denote the probability of selecting actian at timek as input pi(k+1) = m Z pi(k+1) (16)
for environmentj, j = 1,2, -- -, m. Let the stochastic automa- =1

ton selectm» actions as inputs forn teacher environments here pi(k + 1) denotes the general learning algorithm
independently and with replacement from a set.olctions pS1SO(k) for SISO model for a single automaton operating in
according top(k). Let r;(k) be the number of environmenty gingle teacher-environment (Teactip?

receiving action; as the input and}’ r;(k) = m. Let s;(k) Proof: First, let us show that the general learning scheme
denote the number of favorable responses (rewards) obtai%zeli;O(k + 1) for a single automaton operating in a single
from the environments for action;. Let fi(k) denote the teacher-environment (TeachBrgiven by (4.61) in [12], can
number of unfavorable responses (penalties) obtained frgy@ \yritten as follows.

the environments for actiony; and s;(k) + fi(k) = (k). Foralli (i =1,2,---,n)

We propose the following learning algorithm for a stochastic

automaton operating in a general multiteacher environmeng&s + 1)

follows. For any: (i = 1,2,---,n) " "
W (& =pi(k) +Lags | D 0500 | = Lagr | Dby (0(R))
pilk+1) =pi(k) + = = > gi(p(k)) B e B e
JF
=3 Ly 9p() + 3 (L) hilp(k) (A7)
ri(k) — s:(k)) [ Jti ji
)
J#i where [ ;. is an indicator random variable denoting the
: .
n occurrence of eventy;S and I ;. is an indicator random
1 .
Z 5i(k) variable denoting the occurrence of even{F. Since
J# . . . _ indi i
_ gi(p(k)) Lajsi Iojr Logs and Ijp are indicator random variables,
m we know X7y (s + Lair) = 1.
~ Let (k) = «; be the action selected by the automaton and
Z (rj (k) = 5(k)) represented to the environment as input at timelLet the
+ hi(p(k)). (14) response of the environment for the given input be a success
m signal, thenI(yz-S =1 andI(yz-F =0.Alsol ;s=1,,=0,
4 4

The following assumptions are made regarding all the func-
tionsg; andh;,j = 1,2,---,n. SWe represent the teacher by labdbr generalization purposes.
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for j # <. Substituting the above in (17), we get, Also, X7 Iaz-s denotes the total number of successes due to
action ¢ and Is given by
pi(k+1) )+ gilp (18)
; Z ais = si(k (25)

Similarly, we can show when(k) = «; and the response yym «;F denotes the total number of failures due to action

of the environment for the given input is a failure signal  , -4 id given by

pik+1) = Z hi(p (19) Z wir = filk) = ri(k) — si(k). (26)
J#i
Whena(k) = a, and the response of the environment for th&ie1 2z (i) denotes the total number of successes due
given input is a success signal to other actionsj and is given by
pi(k+1) = pi(k) — gi(p(k))- (20) Z Z (Lis) = > si(k). (27)
=1 jFi i

When«(k) = «, and the response of the environment for the

given input is a failure signal L1 %5 (I, ) denotes the total number of failures due to

other actionsy and is given by

pi(k+1) = pi(k) + hi(p(k)). 1) n n
Hence, we obtain the SISO algorithm given by (4.61) in [12]. ; ; ; Jik) ; (rj (k) = (). (28)
Now using (17) we can write the (16) as o ) ]

Substituting (25)—(28) in (24) we obtain (14). O

pi(k+1) The following theorem can be stated for the proposed

m learning algorithm to show it is absolutely expedient.
_1 <Z ) +Z Z (p(k)) Theorem 1: The general learning scheme given by (14)
m = gy and used by a single automaton operating in a multiteacher

environment is absolutely expedient, if and only if, #h¢-)

and h;(-) satisfy the following symmetry conditiorfs:
- Z Lir Z hy(
) gl(p) _ 92(]7) — .= gn(p) — )\(p) (29)

m n P1 P2 Pn
- Z Z (I@fs)gz(p(k)) and

o hi(p) _ ha(p) hn(p)

m n ;1 == === =), (30)
T > Uy phip(k) ¢ (22) _ b |

=1 j2i Proof: Using (9), we can write the average weighted

penaltyAM (k+1) at stagée: for a given action vectop(k+1)
Since the action probability is the same for all teachers, vig the multiteacher environment as

have 1 n
i i i AM(k+1) = — pilk +1)(ci + - +cp) | (31)
pi(k) = p3(k) = -+ = pp(k) = pi(k). (23) m <; !
Substituting the above (23) in (22) and simplifying, we get Using Lemma 1, we can write the above (31) as
1 n 1 m ‘ ‘ ‘
pi(k+1 == - i P4 d ).
(k+1) AM(k+1)=— > <m > pilk+1)(c + +cm)>

L .

Rearranging the order of summation and taking conditional
™ n expectation with respect ta(k), we get
- i D hip(k)
E(AM(E + 1)|p(k))

i

=1 j#i n
+[ D0 D0 Uarw) | Ralp(k)) 5. (24) i=1
=1 j#i 4p denoteg(k).
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Since expectation is a linear operator, we get
E(AM(k+ 1)Ip( )

=
E<<§n: pik+ 1) +--- 4+,

=1

m

>> \pw)). (34)

We know from [12] that the given learning algorithsfi'>© (k)
is absolutely expedlent for all possible Sets {chiy (4 =

1,2,---,m),(i =1,2,---,n). Absolutely exped|ent for SISO
implies

E(Msrso(k+1)|p(k)) < E(Msiso(k)lp(k)) — (35)
iff (29) and (30) are satisfied.

The above (35) can be written as
(3 et i)
=1
<e(3 cownm) @
=1

for all k, all p;(k) € (0,1), ( = 1,2,---,n) and for all
possible setdc;} (i =1,2,---,n). Hence using (35) in (34),
we get

E(AM(k + 1)|p(k

E << dﬁ)) Ip(/f)> SN

Using (8), we can simplify the (37) and get

SIH
§|H

m
n

> Pk} + o+

i=1

B(AM(k+ 1) p(k Z — BOGHRIp(E)  (38)
simplifying further, we get
E(AM(k + Dp(k)) < E(AM(K)|p(k)).  (39)

We can now rewrite the learning algorithm given by (14) i
terms of A\(p) and 1.(p) as given by Lemma 2.
Lemma 2: Let 6p(k) = p;(k+1)—p,; (k) denote the change

in action probability at stagé, then using Theorem 1, we
can write the proposed learning algorithm equation (14) in

simpler vector form as follows:

s1(k) — pi(k)stota(k)
sy = 220 [ .

Sn(k) _pn.(k)stotal(k)]
—J1 k 1 k tota k
+u(z;(lk))[ Bt >] o
— falk) + pn(k) frotar (k)

E?:l Sz(k) and ftotal(k)
A(p)® and u(p) are continuous functions

where  sioa1(k)
Y Sk,

SWe omit cases for which the average penalties are equal for all actions.

5\(p) denotesA(p(k)) forall k,k =1,2,-
forall k, k =

-and u(p) denotesu(p(k))
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satisfying the following conditions given by (41) to make
0 < p(k) < 1, for all values ofk, k = 1,2,---

Di }
i

0<A(p) <1

0<u(p) < min{l

(41)
Proof: Substituting (29) and (30) into (14) and arranging

in vector form, we get (40). The Assumptions 1 to 3 given by
(15) made on functiong; and &, translates into conditions
on A(p) and u(p).

Remark 3: If we considerp(k + 1) as an action vector
generated fronp(k), then the probability with whicky(k+ 1)
occurs is given by

Prob(p(k + 1)[p(k))

m'ﬁH (p(k

=1 g=1

B! T 409!
. (42)

To show that the proposed learning algorithmeisptimal

we need additional assumptions regarding the funchom

and the penalty probabilities. Let us make the following

assumptions regarding theép) and the penalty probabilities.
Assumption A:

A(p) = 0,only if p is a unit vector. (43)

Assumption B:The  average
acy,acs, - - -, ac, are distinct.

Also, to provee-optimality, we need to show

1) the vertices ofs,, are the only absorbing states;

2) the procesqp(k)} convergesw.p. 1

Let us now show that the proposed algorithm satisfies the
above two properties.

Lemma 3: Under the assumptions A and B, The set of unit
n-vectors ofs, form the set of all absorbing states of the
Narkov process{p(k),k > 0.} generated by the absolutely
expedient learning algorithm (40).

Proof Let s(k) = [s1(k)---sn(k)]F and f(k)
[f1(k)--- fo(E)]T and then the absolutely expedient scheme
06( (40) in vector form can be written as

penalty  probabilities

plk) = A(];(lk)) (s(k) = p(k)stoa (k)
OO ) — ) ). (44)

This occurs with probability

Prob(p(k + 1)|p(k))

m! [T T (oetk)dL k)™

=1 ¢g=1
[T sukr TT
=1 =1

I

« (pi(k)cy (k) e

(45)
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N o o i g i TABLE |
SUppOS?p(k) = GG IS unit vector: of simplex s,.. Then (CA3): THREE-TEACHER ENVIRONMENT WITH TEACHER 1-3.
only actiona; will be selected and therefore (CAL): SNGLE-TEACHER ENVIRONMENT WITH TEACHER 1
si(k)=0 } f . Penalty Probabilities
orl#+ (46) : o 3 .
filk)y=0 . e o ¢! ¢ o
Ty oo hear 7 n J [ A6
and ”( acher 1 ().'Zi 0.(')0 0.8%8 O.oi ().HI(")
l'eacher 2 | 0.35 1 0.38 | 0.29 | 0.87 | 0.77
Sotar(k) = si(k) Teacher 31 0.12 | 0.75 | 0.69 | 0.38 | 0.65
Teacher 4 | 0.52 | 0.46 | 0.75 | 0.78 | 0.39
k)= fi(k 47
Frotar(k) = fi(k) “7) Teacher 5 | 0.18 | 0.32 | 0.83 | 0.65 | 0.78
also
p(k) =1 TABLE I
‘ (CB3): THREETEACHER ENVIRONMENT WITH TEACHER 1-3.
pi(k) =0. (48) (CB1): SNGLE-TEACHER ENVIRONMENT WITH TEACHER 1
Substituting (46)—(48) in (44) we geip(k) = 0, for all Penalty Probabilities
. T V) 3 ; 5
possible values of;(k) and f;(k), thus ép(k) = 0, w.p. 1 I T I B B ‘i

Teacher 1 | 0.55 0.{29 0.?38 0.76 0.?)]
Teacher 2 | 0.26 | 0.15 | 0.63 | 0.59 | 0.86
Teacher 3 | 0.94 | 0.21 | 0.66 | 0.48 | 0.38
Teacher 4 | 0.77 | 0.26 | 0.48 { 0.30 | 0.61

Hence all unit vectors of simplex, are absorbing states.
To show that there are no other absorbing statelp(f)},
observe that$p;(k) = 0 can be written as

pilk) = —A(p(k))si(k) + n(p(k)) fi(k) (49) Teacher 5 | 0.39 | 0.12 | 0.87 | 0.56 | 0.47
—AMp(k))stotal(k) + u(p(k)) frorar(k)
and this occurs with probability Theorem 2:Suppose thatA(p(k)) = 60X (p(k)) and
Prob(p(k + 1)|p(k)) 1(p(k)) = Opa(p(k)), 0 < 6 < 1. A (p(k)) and 1 (p(k)) are
nom , , bounded functions which satisfy the conditions given by (41)
m! H H (pi(k)d: (k) “és(pl(k)cg(k)) o and if Ay (p(k)) 4+ p1 (p(k)) > 0V p(k) € [s,—{e;}7 ;] Then
_ =1 q=1 the stochastic automaton with the given learning algorithm is
o " " ) e-optimal in the general multiteacher environmentpas 0.’
I s I Ak Proof: The proof is similar to proof ok-optimality in
i=1 =1 [12] with the role of ¢; replaced byac; and we omit the
(50) proof. O
An absorbing state corresponds to the valug(@f) for which
p(k+1) = p(k)w.p.1 (51) V. SIMULATION

In this section, we present the simulation studies of the
arning behaviors of the proposed scheme under multiteacher
environment. We used the same test cases as [17]. Two
* (49) ShOUId, _h°|d_ for all values;, f;, siota1 @nd frotar; examples are presented, In the first example (CA5), there are
* the probability given by (50) should be zero. five teacher-environments and five actions satisfying (2). In
If p(k) is not equal to unit vector, then there exists at least of§e other example (CB5) there are five teacher environments
pi(k) such that0 < p;(k) < 1. Sincep;(k) # 1, steta(k) # and five actions satisfying the more restrictive (1). In both
si(k) and fiotar(k) # fi(k) w.p. 1.Hence different values for examples the learning behaviors of single-teacher and three-
si(k), fi(k); stota1(k), and fioar (k) are possible. Now the (49) teacher environment are simulated and compared with the
should satisfy for all possible values 8f(k), f;(k), siotal(k)  five teacher environment. We simulated the proposed learning
and fioa1(k) which is not possible. Also the probability givengigorithm for the reward-inaction case to compare with the
by (50) is not zero, hence there can be no other absorbi@g;R_I scheme, under the conditions= 0.04 and ;z = 0.

For (51) to be satisfied, at least one of the following th
conditions should be satisfied: €

states. U The penalty probabilities are given in Tables | and Il. We
Note 2: The Assumption B is not needed for the abovgyeraged the action probabilities and total weighted rewards
proof. every five steps to smooth the plots. The total number of steps
Lemma 4: Under Assumptions A and B, the Markovysed in simulation is 500 and the number of runs is 100.
process{p(k)} convergesw.p. 1to the set of unitr-vectors.  Example 1: The proposed learning algorithm is simulated
Proof: Using Lemma 1, we can write for the five teacher-environment model (CA5). The learn-
13 ing behavior of the above simulation is compared with the
pi(k) = — > pik). (52) simulation results of three-teacher environment model (CA3)
=1

and the single-teacher environment model (CA1). The penalty
From [12] we know eachi(k) convergesw.p. 1 this implies probabilities for CA1, CA3, and CA5 cases are given in

¥m . pi(k) also convergesv.p. 1. o , _ , o
The followi h b df h It is shown in [9] that absolutely expedient algorithms aw@ptimal in all
e following theorem can now be statead for the prOpOS%pationary random environments. If the above argument is used then there is

learning algorithm to show it is-optimal. no need to prove Theorem 2.
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TOTAL WEIGHTED REWARD IN DIFFERENT ENVIRONMENTS TOTAL WEIGHTED REWARD IN DIFFERENT ENVIRONMENTS
g T

4 T T T T T T T T 45 i T T T T T T T
3.56 3.97
e ittt et S SN 7 o . e e o
35F —— . .
'/_\/4/ WS —
/ ca Wceb5
3.5F
3r i
3r i
25f - |

// 2.26
T S o5l 2.35 J

AAAAAAA 0.71
T el [
05— Weat - 05k o B
Web1
0 s s s s s ‘ . ‘ o s . . . s . ; s .
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
Number of runs Number of runs
Fig. 2. Total weighted reward for cases CA1, CA3, and CA5. Fig. 4. Total weighted reward for cases CB1, CB3, and CB5.
PROBABILITY VECTOR OF THE BEST ACTION FOR DIFFERENT CASES PROBABILITY VECTOR OF THE BEST ACTION FOR DIFFERENT CASES
P
0.1t 1 01r :
0 . . . . . . . s . 0 . . s s ; s s s ) ]
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
Number of runs Number of runs

Fig. 3. Penalty probabilities of best action for cases CA1, CA3, and CA5Fig- 5. Penalty probabilities of best action for cases CB1, CB3, and CBS.

Table I. The changes in the total weighted rew#rdk)8 for ~Simulation results of three-teacher environment model (CB3)
cases CAl, CA3, and CA5 are given by W, W..3, and and the single-teacher environment model (CB1). The penalty
W..;, and these are shown in Fig. 2. The probability vectdirobabilities for CB1, CB3, and CB5 cases are given in
of the best action (in this case the best action is action 1) féble Il. The changes in the total weighted rew&rdk) for
cases CAl, CA3, and CAS5 are given by,P. P..;, and R,;, cases CB1, CB3, and CB5 are given by.\V W3, and
and these shown in Fig. 3. W5, and these are shown in Fig. 4. The probability vector
Note 3: The speed of convergerfcéepends principally on of the best action (in this case, the best action is action 2) for
the difference between the minimum average penalty prots@ses CB1, CB3, and CB5 are given hy,P Po.,3, and Ry,
bility ac; and the next higher average penalty probability. 1and these are shown in Fig. 5.
this example, CA3 has the highest convergence rate followed\Note 4: In this example CB3 has the highest convergence
by CA5 and CAL. This fact is reflected in Fig. 3. rate followed by CB5 and CB1.
Example 2: The proposed learning algorithm is simulated Remark 4: The above two experimental results show that
for the five-teacher environment model (CB5). The learbe proposed MIMO algorithm has a nice convergence prop-

ing behavior of the above simulation is compared with th@ty, and converges very close to optimality.
Remark 5: The above two experimental results show that

the proposed MIMO algorithm has comparable convergence
f)troperties as the Bab@Ly_; algorithm.

8Total weighted reward is given by (k) = = pi(kf)(ci +odel).
9The authors would like to thank the anonymous reviewer for pointing o
this fact.
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VI. CONCLUSION [13] D. E. Koditschek and K. S. Narendra, “Fixed structure automata in
. . . . a multiteacher environment,[EEE Trans. Syst.,, Man, Cybernvol.
The learning behaviors of variable structure stochastic au- smc-7, pp. 616-624, 1977.
tomaton operating in a P-type multiteacher environment halid] M. A. L. Thathachar and R. Bhakthavathsalam, “Learning automaton

been considered. The learning algorithms were classified based ‘Igir_alt'znf '1”97'05""""8' environments,J. Cybem. Inf. Sci.vol. 1, pp.

on the number of actions given as inputs to the multiteachgs] M. A. L. Thathachar and K. R. Ramakrishnan, “A hierarchical system
environment and the number of outputs obtained from the of leaming automata,/EEE Trans. Syst.,, Man, Cyberrvol. SMC-11,

) ) e .~ pp. 236-241, 1981.
environments. Based on this type of classification the learni ] N. Baba, “The absolutely expedient nonlinear reinforcement schemes

algorithms in the literatures can be classified as SISO and under the unknown multiteacher environmenEEE Trans. Syst., Man,
SIMO algorithms. A general class of nonlinear algorithms_. Cybem, vol. SMC-13, pp. 100-108, 1983.

, “On the learning behaviors of variable-structure stochastic
for MIMO model was proposed. It has been shown that the " 5 1omaton in the general N-teacher environmefEEE Trans. Syst.,

algorithm for MIMO model is absolutely expedient amel Man, Cybern. vol. SMC-13, pp. 224-231, 1983.

i i i ; ] , “New topics in learning automata theory and applications,”
optimalin the general multiteacher environment. The DFODOSE& Lecture Notes in Control and Information ScienceBerlin, Germany:

algorithm is a generalized version of nonlinear reward-penalty  springer-Verlag, 1984, vol. 71.
learning algorithm. From this algorithm, Baba's GAE [16119] ,‘“Legrning behaviors qfhierarchical_structure stochastic automata
scheme and SISO scheme can be obtained as special Casesoperatlng in a general multiteacher environmenEEE Trans. Syst.,

. . Man, Cybern. vol. SMC-15, pp. 585-587, 1985.
We have also shown that the proposed algorithm is a averggg , “Three approaches for solving the stochastic multiobjective

of the sum of SISO a|g0rithms and the a|g0rithm converges to programming problem,’Stochastic Optimization, Numerical Methods

. . . . and Technical Applications, Proceedings, Neubiberg, FRG, May 29-31,
the action with the least average penalty |n¢thr:pt|mal sense. 1990, Lecture Notes in Economics and Mathematical SysteBetlin,

Simulation study was done for the test case given by [17] and = Germany: Springer-Verlag, 1990, vol. 379, pp. 93-109.
the simulation indicates that the proposed learning algorithﬁ%ﬂ Y. M. El-Fattah, “Stochastic automata models of certain problems of

h . ti It that thi K collective behavior,”IEEE Trans. Syst., Man, Cybernvol. SMC-10,
as nice convergence properties. It appears that this work can ;o564 "314 1950,

be further extended by assigning weights to different teacheiz] O. V. Nedzelnitsky, Jr., and K. S. Narendra, “Nonstationary models
In manv real-world problems not all the teacher environments of learning automata routing in data communication networkSEE
y . P L . . Trans. Syst., Man, Cyberrvol. SMC-17, pp. 1004-1015, 1987.

are equally reliable. Hence by assigning weights we can fipg) R. 0. Duda and P. E. HarRattern Classification and Scene Analysis.
the best action with the least weighted average penalty in the New York: Wiley, 1973 B ] .
c-optimal sense [24] A. G. Barto and P. Anandan, “Pattern-recognizing stochastic learning

p ' automata,”|EEE Trans. Syst., Man, Cybernvol. SMC-15, May/June

1985.

[25] K. Najim and A. S. PoznyaK,earning Automata: Theory and Applica-

tions. New York: Pergamon, 1994,
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