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1. INTRODUCTION

The area of adaptive control has received a lot of attention during
recent years. Many different schemes have been proposed and studied
and several interesting results have been obtained. In almost all the
papers the single objective case is addressed: There is one decision
maker with his own control objective or there are many controllers
acting in a decentralized way who nonetheless have a common objective,
i.e., they are a team. Nonetheless, there are cases where there exist
many controllers, each one of which has his own objective. Such
multiobjective control problems can arise after the decentralization
of a large system or exist as such due to the inherent characteristics
of the problem. Situations like these belong to the realm of game
theory. It is only natural to try to extend the ideas of adaptive
control to the area of game theory. As a matter of fact, ignorance

of several parameters pertaining to an opponent for which parameters
no apriori off line identification is feasible is quite natural in
situations of conflict.

There are very few papers in the literature addressing such issues
[1,2,4—6]. In the present paper we first introduce a simple example by
which we demonstrate several ideas and subsequently we consider some
more general situations and describe some results. Section 2 deals with
the introductory example.

We consider a scalar linear deterministic evolution equation with
two controllers each one being interested in minimizing a one step ahead
quadratic cost. The matrix A (here is a scalar) as well as the weight
with which each player (i.e., controller) penalizes his control effort
are not known to the other player. At each instant of time, each player
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knows the previous states and his own previous control actions, but not
those of his opponent (this is to be contrasted with [1] where the past
actions of all the players are known to all of them, i.e., the players
have the same information). Each player assumes such a model for the
system evolution as if he were the sole decision maker and employs a
least squares scheme to estimate the parameter of this model, based on
which estimate he calculates his current control action. The question
is how the system will behave if the control actions are thus calcula-
ted; one essentially has to compare the resulting behavior with that
which would result if all the parameters were known to all the players
and the Nash concept were employed. Our basic result is that if the
closed loop matrix of the known parameter case is asymptotically
stable, then the adaptive scheme for the unknown parameter case out-
lined above with produce an asymptotically stable system, and that the
control gains will converge but not to those of the known parameter
case. Thus, the closed loop system does not behave as time goes by,
like in the known parameter case. This weakness is due to the fact
that the standard least squares algorithm pertains really to time
invariant systems, whereas the hypothetical system considered by each
controller for estimation purposes should be thought of as time varying
since the control gains of the ignored player are time varying and are
being incorporated in the parameters of the hypothetical system. In
Section 3 the more general ARMAX model is considered. The same
rationale employed for the example of Section 2 is being utilized

here and some results are briefly delineated.

Better or worse results are possible for schemes different than
those proposed, but it should be stressed that the purpose of this
paper is not as much to provide the best scheme and its complete
analysis, but rather to introduce and explain some ideas and demonstrate
that positive results are possible for dynamic adaptive games with dif-
ferent information available to the players. Finally, it should be
stressed that here we are primarily interested in dynamic cases where
the controllers have different information, whereas [1] assumes common
information and [2], [3] deal with static cases. Related and more
complete results are given in [4-6].

2. INTRODUCTORY EXAMPLE

Consider a system with evoluation equation

Xpp1 = ax, tu tuy k = 0,1,2,---,X0 = given (D
and two costs

J =(X )2+r uz r. >0 i=1,2 (2)

i kt1 idik *° i ? ’

All the quantities are scalars. At time k the players know XXy o
...,X, and thus the perfect (Nash) solutionl’ is obtained by solving

0

1
The perfect Nash solution for the known parameter case (5) does not
change if player i has perfect recall of his past actions.
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Uik 1
Q = -a X, (3)
Yok 1|k
l+r1 1
Q= (4)
1 1+r2
Q has determinant A=r1r2+r1+r2# 0 and thus (3) yields
*
Y1k L] "2
* TR T 2
Y2k 1

* %
Substituting UpoUop from (5) into (1) results in the closed-loop system

el T 2Rk (6)
r.r
172
a =a _———— 7N
c rlr2 + r1 + r2

The closed loop system is asymptotically stable if |ac| <1. (All the

above generalize to the multivariable case with the only exception that
the matrix corresponding to Q is not necessarily invertible and thus it
has to be assumed to be.) The important thing to notice is that the

solution (5) assumes that each player knows X but that also has enough

knowledge about a, I, T Although it is reasonable for player 1 to

2t
know rl, it is not reasonable to assume that he knows a and even more

r,. We are thus motivated to consider the following situation.

Player 1 knows Ty and at time k has perfect recall of Xy Xy qo
e sXps ul,k—l""’ul,o' He assumes that the system obeys
xk_+_1 = aixk+ uik ’ (8)

2The general definition of a Nash equilibrium is as follows: let

. * * : . . s ry * *
J;t UpxU,»R. (ul,uz) €U, xU, is a Nash equilibrium if Jl(ul,uz) <

% % * y% %
(ul,uz), ¥ uleU1 and J2(u1’u2) < JZ(ul’UZ)’ ¥ uZEUZ.
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with i=1 in which a; is unknown to him. At time k he creates a least
squares estimate of a;, as if a; were an unknown constant, see (11),
based on which estimate he minimizes Jl and thus calculates Uy, s see
(9). Of course, although it is easily seen by player l that a, is
1 .20 . .
a ) it is treated for the

I4r, 'k
least squares scheme as a constant in the hope that eventually a, con-

time varying (actually at time k, a =a-

verges to a constant. A similar scheme is employed by player 2, see
(10), (12) and (8) with i=2. The thus calculated controls act in the
real system (1) and therefore the resulting closed loop system is (13).
The issue is if and where the sequences described in (9)-(13) converge
and the relation of the limits to (5) and (6).

1 1 Al
Yk T T Wk (9
2 1 A2
"k T T Tar, 1% (10)
Al Al K Al 1, Al .
T A + ™ 5 (xk+1-akxk-uk), a, = given (1)
r X,
i=0 *
A2 A2 *k 2 2. A2
a1 = 8 + K, (xk+1- a X, uk), a, = given (12)
% X
=0
1 1 1 .2 .
Mt T\ T, kT T, %k ) R Yo T given (13)

It should be pointed out that the difference in models assumed by the
players — see (8), i=1,2, —is motivated by the information used, by
which the players do not know their opponent's past actions; for the

Al A2 R
same reason the estimates a ., a are not identical, although both

players use the same estimation scheme (contrast with [1]). 1In some
sense, each player employs a 'single objective'" rationale, when he
assumes (8) and minimizes Ji of (2). Let us introduce some notation.

! 1
Pp = T, Py = T+, (14)
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(15)

(16)

(17)

(18)

19)

(20)

(21)

R = 1 pz - 1 _‘pzlpl
o 1 vo,/0, 1
I L RS Bl L
31
a = | K
k ;2
k
1
By =Ry -al,
-1
Y = T Sk
XZ
2 % 2 _
Ok m 5 ’ 00 =1
X xJ
=0
It holds
~1 Al 0
T "RT = s 2>A,.>1>Xx,>0
0 A 1 2
2
Substituting ui, ui from (9), (10) into (11)-(13) and using (14)-(20)

we obtain

Y1 ©

o]
n
[<>)
»

k+1 k'k

(22)

(23)
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ek = aC_ [pl’OZJYk (24)

Our basic result is the following.

Proposition 1. Let lac| <1 (i.e., the closed loop matrix of the known

parameter perfect Nash solution is assumed to be asymptotically stable).
Then the {xk} sequence generated by (23) converges to zero, i.e., the

closed loop system resulting from the adaptive scheme (9)-(13) is also

asymptotically stable for any initial conditions x, 5(1), 5(2). Also, the

A1 A2
parameters a, , a, converge.

k’ "k
2 . S 2 *
Proof. 0 < o < 1. If (i) lim inf 0 = 0 >0, then for k > K(g):
*
13012(_>_€>0forsome€: 0<e<g . This yields: l—kiil—

AL 02< 1-2 i€ @+ /p 1P9 £ < 1-(1+v/p p2)02< 1—e(1+\/p1p2). It holds:
-1<+1/p p2 and 1-e(l+/p pz) <1 and thus yk->0 Consequently, © >a,

k
- 20-2 = -2 -2 -2 )
and since (Ok+1) 1+c7k Gk 1+c5k a, with a > 1 we have i and
thus o) >0, contradiction. If (i1) lim inf 0 =0 but lim sup 012(> 0,
* -
then there is a subsequence 02 + 0 >0 which implies |1— A0 2| <1-6
n, ity

for some §< 0. Since the coefficients 1- )\ioi appear infinitely often

in (22) (argument similar as in (1)), we have Yk-> 0. Thus 012(-> 0; then
1—0 )\ + 1 so that eventually Yy ket and Yi Kk have the same sign. It

always holds |>\ IY kl and thus Yi k-> Yl monotonlcally, for

* <
some Y = (Yl,Yz) Consequently, 6 *a, [pl,pz]y —6 . If IG |>1, then

2 (5 x -2
o, = > 1-(8)
k * 2 * 2k
1+ ) +...+(0)
2 * =2 * *
and thus o, > 1-(6 ) “>0, contradiction. Thus |6 |<1. If [6 |<1
2 .+ 2 22 .2
then obviously xk-> 0. 1If 6k+ 1 then eventually X4l ekxk> Xy and thus
2 1 N 1 _ 1
% = 2 2 1+ ...41+1 Kkl
X X1
2 )+ 4 +1
X xk
It then holds 0<1->\o <1l- k+1 Iyl k+1|_ ( k+1>|

Vi 0= Yl = YZ_ 0=> 0* a . But la_| <1 and this contradicts
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2 + 2 .- 2 2
So Gk cannot converge to 1 . If Gk->l , then eventually, X4l < X and
XZ
* *
thus xl?; converges to some (x )2. If x #0 then 012<= 3 k 3 >

+...
xo +xk

* 2

* %
%)—— and an argument similar to the one above yields y = 0, 6 =a
xo(k+l) ¢

* -

and thus x =0, contradiction. Thus if 612<-+ 1 then xk-* 0. Finally,

consider the case 612<->1 but not from above or below. In particular, let
*

6k+—1 =0 . It holds

2
Bpr = O ¥ oleAs pprodyy (25)

Since Gk does not converge to -1 from above or below it must be

*
[ogas pphply =0 (26)
6* = -1 means
*
a_-[p,0)0y =0 (27

x %
(26) and (27) can be solved for Yis Yy to yield

~-l1+a -0 A

* E3 *

Y =____C___ 22 ’ Y1>Os Y2<0 (28)
201p,7P105 | PiMy

From (22) we obtain

A
A

11k
2Y2K

Y1417 Y1,k
Yo k+1~ Y2,k

(29)

Since Ok does not converge to -1 from above or below for infinitely many

k's it holds

Osz < Okr1 * B T % (30)

which using (25) implies
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A + >\2p <0 (31)

1°17Y1, k41 2Y2 k+1

A (32)

1PV ¥ AP Yo >

* * ’
Since Y2 o, Y, < 0, for k sufficiently large, it holds Y1k> 0, Y2k< 0
and thus (31), (32) yields

Y APy Y
0> 2k Al 1, Y2,k4 (33)
Y1k 22 V1,41
(29) yields
Y2, k+l A Yo Mt Y
LU (34)
Y1, k+1 1 Y1k 1 Y1,k
Inserting Y2’k+l/Y1,k+1 from (34).into (33) yields
Yor MPL A Yo AT Ay Y
0> T e Nyt T (35)
Yik 2% M Mk 1 V1,41

from which

Yoo M1 A . Mtr ik
ik M Ay YLkl

or (since X1> AZ)

Yor S Y1k
Vi Yi,k+l

which means that a negative number is greater than a positive one,

contradiction. Thus if Gk->—1 it must be ei-*l_. Similarly, we
conclude for the case where 0 ->+1, that 929-1-

.

In conclusion, we have shown that 012<->0 Yk->Y , xk->0 9 ->6 »

9 €[-1,1] and if 8 = %1 then eventually 9 € (-1,1). Finally, let us
notice that the convergence of Yie implies that of ai, ﬁi, see (17)-(19).

O
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*
Remark 1. Ideally, we would like Y Y = (0,0)', since then the control

gains and the closed loop matrix of the adaptive scheme converge to
those of the known parameter case. (This is easily verified by solving

(18) with Bk= (0,0), for ﬁi, ﬁi, using (9), (10) and comparing with

(5).) This is not achieved by the scheme described here, as the fol-
lowing argument demonstrates (see also ExamTles in Remark 3): Let
YlO’ YZO be sufficiently small. Slnceziylk s |Y2k|*are decr;a31ng

and converge, |e*| <1, Then, 03{3 (6*) J(1+...+0 ) => 0y =

(1-6"2y0"%% and thus v =y [1-A,(1-6"28"%]. Let w=6"2
. il o Ykt A . ’

B=1,(1-8

0<w< 1l does not go to zero except if 1-Buwl=0 for some n. Thus,

n
. = - >
). We know that the sequence Yotl (1-Bw )yn, g>o0,

* B
Y.,kﬁ-yi¥ 0 and thus 6 # a_. Choosing Yio small is obviously desirable,

_ 1
but this means Bk small, i.e., ﬁk close to a R 1 B which is exactly

what the players who choose ﬁé, ﬁé do not know.

Remark 2. 1In our example we considered that the target trajectories

2

ik

+ ¢, where
i

) _ 2
are zero (see (2)). One can consider though Ji- (xk+1 xi,k+1) 4—viu

=a,x, +u,

instead of (2). Then (8) could be modified to Xrl *x ik

both a, and ci are to be estimated.

Remark 3, Examples. We conducted several examples which demonstrate the
convergence properties of (20), (22), (23), (24).

i) For (aC9Y109Y20’plapz) = (0.3, -1, 5, 0.5, 0.3),
(Uk’Ylk’YZk’ek) converged to (0, 0.1891, 1.4762, -0.2374)
in 6 iterations.

11) FOr (a_,Y;sYyqeP1oPy) = (0.3, 3, 6, 0.5, 0.3),

(o Gk) converged to (0, 0.2767, 1.0231, -0.1453)

kY1 Yok?
in 5 ierations.

iii) For (aC’Ylo’Yzo’pl’pz) = (0.3, 3, 6, 0.5, 0.5),

(o Gk) converged to (0, 0.3733, 1.3430, -0.5582)

k’Ylk,sz’
in 12 iterations.

iV) For (aC’YIO!YZO’plapz) = (0'9, 39 6’ 0'53 0-3)9

(Ok’ylk’YZk’ek) converged to (0, 0.0954, 0.8223, 0.6056)

in 12 iterations.
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V) F°]2: (ac!Ylo’Yzoipl’pz) = (.-009’ 3’ 6’ 0°5) 0'3)
(Ok’Ylk’YZk’ek) converged to (0, 0.0011, 0.1176, -0.9358)
in 76 iteratioms.

It should be noticed that ek does not converge to a, (see Remark 1
also). It seems that ac close to *1 slows down the convergence as a

comparison of (ii) to (iv) and (v) indicates.
3. THE ARMAX CASE

In this section we discuss the generalization of the introductory
example to the ARMAX case. Consider the evolution equation

Vel T BTt Aty ety v

-1
A(q )yt+ul+u2t+vt (36)

and the two costs

2 2 .
Ji = E[yt+14-riuit], i=1,2 (37)

where {vt} is a sequence of independent gaussian random variables. If
the parameter vector 6 = (ao,al,...,an,rl,rz)' is known to both players

and at each instant of time they know all the previous history
{yt,yt_l,...}, the Nash equilibrium is

-1
u 14r 1 1
1 -1
£ = - 1 ]A(q )yt (38)

u2t 1 1+r2 1 J

and the resulting closed loop system is
-1
14r 1 1

1
-1
1-[1,1] ) Alq Dy +v

t
7 (39

Yet1

(We assume that r1r24-r1+-r2> 0 and that the closed loop system matrix

of (39) is asymptotically stable.) Let us now consider that player 1
knows Iy, but not ao,...,an,rz, so that he cannot find his control

action u, at time t by using (38). We also assume that at time t he

1t
knows yt’yt-l"" and ul,t—l’ul,t—Z"'°’ but not u2,t—1’u2,t—2"" .
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We follow the same line of development as in the introductory example:
player 1 assumes that the system obeys

+...+ély +u +v'1: (40)

Ye41 = aoyt"'alyt-l n’ t-n 1t

This is a hypothetical system. If (40) were the true system and
player's 1 cost were (37) with i=1, he would use at time t the control
action:

1 1 1
- ~——-1+r1 (aoyt + ...+ anyt—n) (41)

Using the true outputs of the system Ve Yeopoe® and his own previous
’

he creates estimates — according to some scheme — of

1,t-1°"°
a_sees8 s call them Qit,..,ﬁit and he uses them in (41), so that he

actions u

employs the control action:

1t ~lt

=y, = det - L+r1 (ao yt4-...4-an yt—n) (42)
Similarly, player 2 uses
= 1 A2t A2t
Upp T gy T det-pr— By e Ay ) (43)

2

Both u,. , u,  of (42), (43) are applied to the real system, so that we

1t 2t

have

Vel = aoyt+a1yt_1+ +anyt—n+ult+u2t+vt (44)

We also have

@alt,. ..t = p @bt gttt bt e
o’ n 10 1 n 1,t-1°1,t-2
""yt’yt-l”") (45)
@, 280 =@t e ey,
""yt’yt—l"") (46)

1 F2 are determined by the estimation schemes employed by the
two players. The question now is how the behavior of (42)-(46) is
related to the behavior of (38), (39). The basic result, for the proof
of which we refer to [5,6], is that if the closed loop system of the
known parameter case (39) is asymptotically stable, then the control
actions (42), (43) and the system (44) behave in the limit like (38),

where F
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(39), if the estimation schemes F» F, of (45), (46) pertain to time

varying systems (such as weighted least squares, or stochastic approxi-
mation types). The important thing to notice is that the hypothetical
system (40) should not be thought of as time invariant, since the
ai,..,ai incorporate in them not only the a .., but also the time

. . 1 _ 2,t
varying gains of player 2, i.e., a =a_ i+r, a’

A more general case is to consider

Vel = 8Tt ety bt ety e, U1, ek

+ b20u2t*-"'*-b2,k uz’t_kz-l-vt 47)

2

-1 -1 -1
A(q )yt+B1(q )u1k+B2(q )u2t+vt

instead of (36), and the costs are still as in (37). Player 1 knows £,
but ignores (ao""an’blo""bl,kl’bzo""b2,k2) and Tys but he knows
the basic structure of (47) and thus n, kl’ kz.

knows YerVe_poeee and ul,t—l’ul,t—Z""’ but ignores the previous

At time t, player 1

actions u2,t—1’u2,t-2"' of player 2. (Similarly for player 2.)

Notice, that lack of knowledge of the other's previous actions is even
more pertinent to the model (47) which has delays in the controls, than
to (36). Nonetheless, the same rationale can be employed as before,
but instead of the hypothetical system (40) which has the same number
of delays in v, as (36), player 1 considers the hypothetical system

1 1 1 1
Vel = 37t R Teen T PI0%L et P10 e Y

1
1 1
t

1
u +c v
l,m1 l,t—m1

+...+¢c v
l,t-p; t-p; (48)

1
+ b o -l-clvt_1

where 21 does not necessarily equal n. The reason is the following -

if all the parameters and previous control actions-are known to both
the players, the Nash equilibrium is given by solving for u, , u

2t

-1 -1 -1 _
(A(q )y +B;(q u; +B,(q Juy b ptru, =0 (49)

1t

-1 -1 -1 _
(A(q )y +By(q Du, +B,(q )uZt)b20+r2u2t—0 (50)

from which we obtain:
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r.b
-1
Uy, = 120 Alq Ny
rlr 4—r1b20B2(q )4—r2b10B1(q )

t

which, when substituted in (47), results to a system of the form (48).
This substitution determines 11, mys Py- Simulation studies based on

the above rationale show that the scheme works well, under some as-
sumptions such as asymptotic stability of the closed loop system of

the known parameter case and -some weak coupling conditions on the co-
efficients of BI’ BZ’ but no rigorous theoretical analysis is currently

available, see [6].

Remark. Cases where yt is vector valued and the costs (37) are sub-

stituted by E[(y Y+r, "u “2], i.e., where the

t+1 yt+1) "o, 1 Vee1 ™ t+1
pla%ers have different target objectives —-{y i} — have been considered
in [6]

4. CONCLUSIONS

The aim of this paper was to introduce some ideas pertaining to adaptive
schemes for multiobjective control problems with information decentra-
lization. Some basic models and partial results toward this end were
presented. Further directions of research may involve the examination
of different rationales for creating adaptive schemes, the completion

of the theoretical analysis of some of the schemes presented, etc.
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