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Abstract. The uniqueness of Nash equilibria is shown for the case where the data of the problem are analytic functions and the admissible strategy spaces are restricted to analytic functions of the current state and time.


1. Introduction

Nonzero-sum Nash differential games have attracted considerable interest during the last few years. Despite the many results available in this area, those concerning existence and uniqueness of optimal strategies are far from being satisfactory. This holds true especially if the strategies take into account information about the present and past values of the state of the system. In this context, Refs. 1 and 2 can be pointed out. In these papers, the nonuniqueness of the Nash equilibrium strategies was demonstrated when the current state \( x(t) \) and the initial state \( x_0 \) are available to at least one of the
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players. It was also shown that, in the case of linear–quadratic games, if noise is introduced to the state equation, then the Nash equilibrium strategies linear in the current state $x(t)$ (assuming that they exist) are the unique solution without restricting a priori the admissible strategies to be linear in the current state.

In the present paper, the problem of uniqueness of the Nash equilibrium strategies for a continuous-time differential game is examined, when both players have only the current state available, i.e., the admissible strategies are of the closed-loop, no-memory type. It is shown that, if the strategy spaces are restricted to analytic functions of the state and time and if the data $f, L_1, L_2, g_1, g_2$ [see (3) and (4)] are analytic functions, then the Nash equilibrium pair is unique, if it exists. In particular, for a linear–quadratic game, where the matrices involved are analytic functions of time, it is shown that, if the coupled Riccati differential equations have a solution, then the Nash equilibrium strategies which are affine functions of the state constitute the unique analytic solution pair.

Although the result given here is proven under the strong analyticity assumptions, it provides at least a partial answer to the question of uniqueness for a certain class of problems. It provides also an additional characterization of Nash equilibrium strategies which are affine functions of the state in the context of linear–quadratic games with analytic matrices, since it shows that these strategies constitute the solution over strategy spaces much larger than those which are a priori restricted to be affine in the state strategies.

2. Nash Game

Consider the sets $U_1$ and $U_2$ defined as follows:

$$I = (t_0, t_f) \subseteq \mathbb{R}, \text{ fixed,}$$

$$\Sigma = \{ S | S \subseteq \mathbb{R}^n \times I, \text{ S open, connected and projection of S on I= I} \},$$

$$U_i = \{ u_i | u_i : S_i \rightarrow R^m_i, \text{ for some } S_i \in \Sigma, u_i \text{ analytic on } S_i \}, \quad i = 1, 2. \quad (2)$$

$U_1$ and $U_2$ will be called the strategy spaces. Consider also the fixed time interval $[t_0, t_f] \subseteq I$ and the functions

$$f : R^n \times R^{m_1} \times R^{m_2} \times I \rightarrow R^n, \quad g_i : R^n \rightarrow R,$$

$$L_i : R^n \times R^{m_i} \times R^{m_2} \times I \rightarrow R, \quad i = 1, 2,$$

which are analytic everywhere in all their arguments.
For a given \((u_1, u_2) \in U_1 \times U_2\) with \(S_1 \cap S_2 \in \Sigma\), we consider the dynamic system
\[
\begin{align*}
\dot{x}(t) &= f(x(t), u_1(x(t), t), u_2(x(t), t), t), \\
x(t_0) &= x_0, \quad (x_0, t_0) \in S_1 \cap S_2, \quad t_0 \leq t_0 \leq t_f.
\end{align*}
\] (3)

**Definition 2.1.** A pair \((u_1, u_2) \in U_1 \times U_2\) is called playable at \((x_0, t_0)\) if \(S_1 \cap S_2 \in \Sigma\) and the solution of (3) exists over \([t_0, t_f]\). Thus, it is true that \((x(t), t) \in S_1 \cap S_2, \forall t \in [t_0, t_f]\).

For a related definition of playability, see Ref. 7. If \((u_1, u_2)\) is playable at \((x_0, t_0)\), we consider the functionals
\[
J_i(u_1, u_2) = g_i(x(t_f)) + \int_{t_0}^{t_f} L_i(x(t), u_1(x(t), t), u_2(x(t), t), t)) \, dt, \quad i = 1, 2.
\] (4)

**Definition 2.2.** A pair \((u_1^*, u_2^*) \in U_1 \times U_2\) is said to be a Nash equilibrium pair for the Nash game associated with (3) and (4) on a set \(S_0 = S \cap (\mathbb{R}^n \times [t_0, t_f])\) for some \(S \in \Sigma\) iff

(i) it is playable at all \((x_0, t_0) \in S_0\)

and

(ii) \(J_1(u_1^*, u_2^*) \leq J_1(u_1, u_2^*), \quad \forall (u_1, u_2^*) \in U_1 \times U_2\) playable at \((x_0, t_0)\),

\[
J_2(u_1^*, u_2^*) \leq J_2(u_1^*, u_2), \quad \forall (u_1^*, u_2) \in U_1 \times U_2\) playable at \((x_0, t_0)\),
\] (5) (6)

for all \((x_0, t_0) \in S_0\).

The following theorem concerns the existence and uniqueness of Nash equilibria.

**Theorem 2.1.** Assume that there exist two analytic\(^4\) functions \(\tilde{u}_1\) and \(\tilde{u}_2\), \(\tilde{u}_i: \mathbb{R}^n \times I \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^m\), \(i = 1, 2\), such that \(\tilde{u}_1(y, s, q_1, q_2)\) and \(\tilde{u}_2(y, s, q_1, q_2)\) are the unique global solutions\(^4\) of the minimization problems
\[
\min_{u_i \in \mathbb{R}^m} q_i f(y, u_1, u_2, s) + L_i(y, u_1, u_2, s),
\] (7)

\(^4\) In relation to this, see for example Ref. 5, p. 152.
where 

$$(y, s, q_1, q_2) \in \mathbb{R}^n \times I \times \mathbb{R}^n \times \mathbb{R}^n.$$ 

Then, a necessary and sufficient condition for $(u_1^*, u_2^*) \in U_1 \times U_2$ to be a Nash equilibrium pair is that

$$u_i^*(y, s) = T_i(y, s, V_1(y, s)/\partial y, V_2(y, s)/\partial y), \quad i = 1, 2, \quad (8)$$

where $V_1(y, s), V_2(y, s)$ are the unique real-valued analytic solutions of the system of partial differential equations

$$\partial V_i/\partial s + (\partial V_i/\partial y)f(y, \tilde{u}_1(y, s, \partial V_1/\partial y, \partial V_2/\partial y), \tilde{u}_2(y, s, \partial V_1/\partial y, \partial V_2/\partial y), s) + L_i(y, \tilde{u}_1(y, s, \partial V_1/\partial y, \partial V_2/\partial y), \tilde{u}_2(y, s, \partial V_1/\partial y, \partial V_2/\partial y), s) = 0,$$

$$i = 1, 2, \quad (9)$$

with initial values

$$V_i(y, t_i) = g_i(y), \quad i = 1, 2, \quad \forall y \in \mathbb{R}^n. \quad (10)$$

If such $(u_1^*, u_2^*)$ exists, then it is unique in $U_1 \times U_2$.

**Proof.** Let $(u_1^*, u_2^*) \in U_1 \times U_2$ be a Nash pair. Then, the functions

$$\tilde{V}_i(y, s) = g_i(x(t_i)) + \int_s^{t_i} L_i(x(t), u_1^*(x(t), t), u_2^*(x(t), t), t) dt, \quad i = 1, 2, \quad (11)$$

where

$$\dot{x}(t) = f(x(t), u_1^*(x(t), t), u_2^*(x(t), t), t), \quad x(s) = y, \quad t \in [s, t_i], \quad (12)$$

are analytic in $y, s$ (see Ref. 4, p. 44 and Ref. 8, p. 87, Theorem 4.3) and are the solutions of (9)–(10). This is true, since (9)–(10) are just the Hamilton–Jacobi partial differential equations for the two control problems (5) and (6) (see Ref. 8, p. 83, Theorem 4.1 or Ref. 6, Theorem 1). The sufficiency part follows from Theorem 4.4, p. 87 of Ref. 8. The uniqueness of the solution of (9)–(10) within the analytic class is an immediate consequence of the Cauchy–Kowalewsky theorem (see Ref. 9, p. 40). 

Next, we apply the above theorem to a linear–quadratic game. Consider the game described by (see Ref. 6)

$$\dot{x} = Ax + B_1 u_1 + B_2 u_2 + f(t), \quad x(t_0) = x_0, \quad t \in [t_0, t_f], \quad (13-1)$$

$$y_1 = C_1 x, \quad y_2 = C_2 x, \quad (13-2)$$

$$J_i = \frac{1}{2} \int_{t_0}^{t_f} \left[ (z_i - y_i)'Q_i(z_i - y_i) + u_i'R_i u_i + u_i'R_i u_i \right] dt + x(t_f)'K_i x(t_f)',$$

$$i = 1, 2, \quad i \neq j. \quad (13-3)$$
where $A$, $B_i$, $f$, $C_i$, $Q_i$, $R_{ij}$, $z_i$ are analytic functions of $t$ over all $(t'_0, t'_1)$ and

$$Q_i = Q'_i \geq 0, \quad R_{ij} = R'_{ij} \geq 0, \quad R_{ii} > 0, \quad \forall t \in [t_0, t_f].$$

$K_{ij} = K'_{ij} \equiv 0$ are constant matrices. All the matrices are assumed to be of appropriate dimensions.

**Proposition 2.1.** Assume that $K_1(t)$, $K_2(t)$, $g_1(t)$, $g_2(t)$, $\Phi_1(t)$, $\Phi_2(t)$ are solutions of the differential equations

\begin{align*}
\dot{K}_i &= K_i S_1 K_i + K_i S_1 K_1 + K_2 S_2 K_i - K_S S_2 K_2 - K_i S_i K_i - A' K_i - K_i A - K_i S_i K_i - C_i' Q_i C_i, \quad (14-1) \\
\dot{g}_i &= K_i S_1 g_i + K_1 S_1 g_i + K_2 S_2 g_i - \frac{1}{2}(K_i S_i g_i + K_S S_i g_i) - A' g_i - C_i' Q_i z_i + K_f \\
\dot{\Phi}_i &= g_i^1 S_1 g_i + g_2^1 S_2 g_i - \frac{1}{2} g_i^1 S_i g_i + g_2 S_i g_i + \frac{1}{2} z_i^1 Q_i z_i - f' g_i, \quad (14-3) \\
K_i(t_f) &= K_{ij}, \quad g_i(t_f) = 0, \quad \Phi_i(t_f) = 0, \quad i = 1, 2, \quad (14-4)
\end{align*}

where

\begin{align*}
S_i &= B_i R_{ii}^{-1} B_i', \quad i = 1, 2, \\
S_{ii} &= B_i R_{ii}^{-1} R_{ij} R_{ij}^{-1} B_j', \quad i \neq j, \quad i, j = 1, 2, \\
S_{ij} &= 0, \quad i = j.
\end{align*}

Then,

$$u_i(x, t) = -R_{ii}^{-1} B_i' [K_i x - g_i], \quad i = 1, 2,$$

constitute the unique Nash equilibrium pair in $U_1 \times U_2$ for the Nash game associated with (13), for any $(x_0, t_0) \in R^n \times [t_0, t_f]$.

**Proof.** $K_i$, $g_i$, $\Phi_i$, are clearly analytic functions of $t$. The functions

$$V_i(y, s) = \frac{1}{2} x' K_i x - g_i' x + \Phi_i$$

are solutions of (9) and (10) [in the form that (9) and (10) assume for the problem (13)]. Thus, the previously stated theorem applies. \qed

3. Conclusions

In the present paper, the uniqueness of the closed, no-memory analytic Nash strategies is shown for a differential game with analytic data. If, in addition to the analyticity of the data, the game is a linear–quadratic one, then the affine Nash strategies are the unique analytic solutions, assuming
that they exist. The introduction of analyticity assumptions removes the nonuniqueness of the Nash solution for deterministic differential games, which is analogous to the removal of nonuniqueness of Nash solutions by introduction of noise (Refs. 1 and 2). The extension of these results to the $N$-player case is straightforward.

One can obtain the system (9)--(10) of partial differential equations under assumptions much weaker than ours. Nonetheless, the results available concerning existence and uniqueness of solutions of general systems of partial differential equations are complicated. Also, they usually assume boundedness of the range spaces of the sought solutions and of the domains of the independent variables, assumptions not employed here.
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