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TECHNICAL NOTE 

On the Uniqueness of Nash Strategies for a Class of 
Analytic Differential Games I 

G .  P .  P A P A V A S S I L O P O U L O S  2 A N D  J .  B .  C R U Z ,  J R .  3 

Communicated by G. Leitmann 

Abstract. The uniqueness of Nash equilibria is shown for the case 
where the data of the problem are analytic functions and the admissible 
strategy spaces are restricted to analytic functions of the current state 
and time. 

Key Words.  Nash games, partial differential equations, differential 
games. 

1. Introduction 

N o n z e r o - s u m  Nash  d i f ferent ia l  games  have  a t t r ac t ed  c ons ide r a b l e  
in te res t  du r ing  the  las t  few years .  D e s p i t e  the  m a n y  resul ts  ava i l ab le  in this  
a rea ,  t hose  conce rn ing  ex i s tence  and  un iqueness  of  o p t i m a l  s t ra teg ies  a re  far  
f rom be ing  sa t i s fac tory .  This  holds  t rue  espec ia l ly  if the  s t r a teg ies  t a k e  into  
account  i n fo rma t ion  a b o u t  the  p r e s e n t  and  pas t  va lues  of  the  s ta te  of  the  
sys tem.  In this con tex t ,  Refs .  1 and  2 can  be  p o i n t e d  out .  In  these  pape r s ,  the  
n o n u n i q u e n e s s  of  the  Nash  equ i l i b r ium s t ra teg ies  was d e m o n s t r a t e d  when  
the  cu r r en t  s ta te  x (t) and  the  ini t ia l  s ta te  x0 are  ava i lab le  to at  leas t  one  of the  
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players. It was also shown that, in the case of linear-quadratic games, if noise 
is introduced to the state equation, then the Nash equilibrium strategies 
linear in the current state x(t) (assuming that they exist) are the unique 
solution without restricting a priori the admissible strategies to be linear in 
the current state. 

In the present paper, the problem of uniqueness of the Nash equili- 
brium strategies for a continuous-time differential game is examined, when 
both players have only the current state available, i.e., the admissible 
strategies are of the closed-loop, no-memory type. It is shown that, if the 
strategy spaces are restricted to analytic functions of the state and time and if 
the data f, L1, L2, gl, g2 [see (3) and (4)] are analytic functions, then the Nash 
equilibrium pair is unique, if it exists. In particular, for a linear-quadratic 
game, where the matrices involved are analytic functions of time, it is shown 
that, if the coupled Riccati differential equations have a solution, then the 
Nash equilibrium strategies which are affine functions of the state constitute 
the unique analytic solution pair. 

Although the result given here is proven under the strong analyticity 
assumptions, it provides at least a partial answer to the question of unique- 
ness for a certain class of problems. It provides also an additional charac- 
terization of Nash equilibrium strategies which are affine functions of the 
state in the context of linear-quadratic games with analytic matrices, since it 
shows that these strategies constitute the solution over strategy spaces much 
larger than those which are a priori restricted to be affine in the state 
strategies. 

2. Nash Game 

Consider the sets U1 and U2 defined as follows: 

I = (t'o, t'~)C_R, fixed, (1-1) 

X = {SIS C_R ~ x I, S open, connected and projection of S on I =  I}, (1-2) 

Ui={ui lu i :S i -~R'~ ' , forsomeSiEX,  uianalyticonSi}, i =  1,2. (2) 

U1 and U2 will be called the strategy spaces. Consider also the fixed time 
interval [ io, t s] C_ I and the functions 

f : R ~ × R m l × R ' ~ 2 × I - > R  ~, g i :R~-~R,  

L~: R ' * x R " h × R m z x I - > R ,  i = 1, 2, 

which are analytic everywhere in all their arguments. 
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For a given (ul, u2) ~ Ux x U2 with S~ c~ S2 E Z, we consider the dynamic 
system 

2(t) =f(x(t),  Ul(X(t), t), u2(x(t), t), t), 
(3) 

X(to)=Xo, (Xo, to)~Sl~S2,  io<--to<-t~. 

Definition 2.1. A pair (/41, 122) C UI )< U2  is called playable at (Xo, to) if 
St c~ $2 ~ E and the solution of (3) exists over [to, q]. Thus, it is true that 
(x(t), t) ~ Sl c~ Sz, Vt  ~ [to, tf]. 

For a related definition of playability, see Ref. 7. If (ut, u2) is playable at 
(Xo, to), we consider the functionals 

I f  
Ji(u~, uz) = gi(x(tr))+ Li(x(t), ul(x(t), t), ua(x(t), t), t)) dt, i = 1, 2. 

o 

(4) 

Definition 2.2. A pair (u*, u2*)~ U1 × U2 is said to be a Nash equili- 
brium pair for the Nash game associated with (3) and (4) on a set 

So = S ~ (R" x [to, tf]) 

for some S c E iff 

it is playable at all (xo, to) c So (i) 

and 

(ii) Jl(u*, u*)<-Jl(ul, u*), V(ul, u * ) e  U1 x U2 playable at (Xo, to), 

(5) 

J2(u*, u*) <- Jz(u*, u2), V(u~, u2)~ U1 x U2 playable at (xo, to), 

(6) 

for all (Xo, to) ~ So. 
The following theorem concerns the existence and uniqueness of Nash 

equilibria. 

Theorem 2.1. Assume that there exist two analytic 4 functions ut and 
~2, ritz: R n X I x R " X R n ~ R  ' ' ,  i = 1 , 2 ,  such that fq(y,s, ql, q2) and 
a2(y, s, ql, q2),are the unique global solutions 4 of the minimization problems 

min q~f(y, ul, bl2, S) +Li(y ,  ul,  u2, s), 
u i ~ R  mi 

(7) 

4 In relation to this, see for example Ref. 5, p. 152. 
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where 
(y, s, ql, q2) e R  ~ × I × R "  x R  ~ 

Then, a necessary and sufficient condition for (u*, u ~ ) e  U1 × U2 to be a 
Nash equilibrium pair is that 

u~(y, s) = tTi(y, s, aVl(y, s)/Oy, 0 V2(y, s)/Oy), i = 1, 2, (8) 

where V~(y, s), V2(y, s) are the unique real-valued analytic solutions of the 
system of partial differential equations 

OVJOs + (O V~/Oy)f(y,  t71(y, s, OVJOy,  OV2/Oy), t~i(y, s, OVl/Oy , OV2/Oy), s) 

+L;(y, bT~(y, s, OV,/Oy, OV2/ay),  ti2(y, s, O V,/Oy, OV2/Oy), s) = O, 

with initial values 

V~(y, t~) = gi(Y), i = 1, 2, Vy ~ R ~. 

If such (u*, u*) exists, then it is unique in U1 × 0"2. 

i =  1,2, (9) 

(10) 

Proof. Let (ul*, u*) ~ U1 x U2 be a Nash pair. Then, the functions 

I [  r 
Vi(y, s ) =  gi(x(tr))+ Li(x( t ) ,  u* (x(t) ,  t), u*(x ( t ) ,  t), t) dt, i = 1, 2, 

where (11) 

2 ( t ) = f ( x ( t ) ,  u*(x ( t ) ,  t), u* (x ( t ) ,  t), t), x ( s ) = y ,  t6[s ,  tp], 
(12) 

are analytic in y, s (see Ref. 4, p. 44 and Ref. 8, p. 87, Theorem 4.3) and are 
the solutions of (9)-(10). This is true, since (9)-(10) are just the Hamil ton-  
Jacobi partial differential equations for the two control problems (5) and (6) 
(see Ref. 8, p. 83, Theorem 4.1 or Ref. 6, Theorem 1). The sufficiency part 
follows from Theorem 4.4, p. 87 of Ref. 8. The uniqueness of the solution of 
(9)-(10) within the analytic class is an immediate consequence of the 
Cauchy-Kowalewsky theorem (see Ref. 9, p. 40). [3 

Next, we apply the above theorem to a linear-quadratic game. Consider 
the game described by (see Ref. 6) 

2 = A x  +B1 ul + B2u2 +f ( t ) ,  X(to) = Xo, t c [to, tr], (13-1) 

Yl = C~x, yz = Czx, (13-2) 

Ji = !  [ (z i -y i )  Oi( i - y~ )+u~Ruu i+u jR i iu i ]d t+x ( t r ) 'K i f x (q ) '  
2 "to 

i = 1, 2, i ~/', (13-3) 
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where A, B~, f, Ci, Oi, R~i, z~ are analytic functions of t over all (t~, t}) and 

Oi = Q'~ ~ 0, Ri~ = R 'if -> 0, Ri~ > 0, Vt a [to, tt]. 

Kit = K~r-> 0 are constant matrices. All the matrices are assumed to be of 
appropriate dimensions. 

Proposition 2.1. Assume that K l ( t ) ,  K2(t), gt( t ) ,  ga(t), c~l(t), c)2(t) are 
solutions of the differential equations 

I~i = K I S 1 K i  + KiS1K1 + K 2 S z K i  -- KiS2K2 - Ki~qKj 

-- KiSiiKi - A ' Ki  - K i A  - KiSiK¢ - C~QiCi, ( 1 4 - 1 )  

gi = K i S l g l  + K1S lg i  + KiS2g2 + K2g2gi 

- ½(K~&& + KiS~ig~ + Ki&i&) - A ' g ,  - C;Q,zi + K , f  (14-2) 
p 1 t 1 * , 

d P i = g t S ~ g i + g z S z g i - g g ~ & g i - g ~ & i g i + g z i O ~ z i - f  g~, (14-3) 

K~(tf) = Kit, gi(tf) = O, d&(tf) = 0, i = 1, 2, (14-4) 

where 

Then, 

Si = BiRTi lBI ,  i = 1, 2, 

Sii = B j R ~ R i , R ~ B ; ,  i # f, 

& =o, i =L 

i , f =  1,2, 

ui(x, t) = - R ~ B ' i [ K ~ x  - g i ] ,  i = 1, 2, 

constitute the unique Nash equilibrium pair in U~ x U2 for the Nash game 
associated with (13), for any (xo, to) 6 R "  x It-0, tt]. 

Proof. K~, gi, Oi, are clearly analytic functions of t. The functions 

V/(y, s) = ~x'Kix  - g l x  + O i  

are solutions of (9) and (10) [in the form that (9) and (10) assume for the 
problem (13)]. Thus, the previously stated theorem applies. [] 

3. Conclusions 

In the present paper, the uniqueness of the closed, no-memory analytic 
Nash strategies is shown for a differential game with analytic data. If, in 
addition to the analyticity of the data, the game is a linear-quadratic one, 
then the affine Nash strategies are the unique analytic solutions, assuming 
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that they exist. The  introduction of analyticity assumptions removes the 
nonuniqueness of the Nash solution for deterministic differential games, 
which is analogous to the removal of nonuniqueness of Nash solutions by 
introduction of noise (Refs. 1 and 2). The extension of these results to the 
N-player case is straightforward. 

One can obtain the system (9)-(10) of partial differential equations 
under assumptions much weaker than ours. Nonetheless, the results avail- 
able concerning existence and uniqueness of solutions of general systems of 
partial differential equations are complicated. Also, they usually assume 
boundedness of the range spaces of the sought solutions and of the domains 
of the independent variables, assumptions not employed here. 
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