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Preface

This two-volume book is based on a first-year graduate course on dynamic programming and optimal control that I have taught for over twenty years at Stanford University, the University of Illinois, and the Massachusetts Institute of Technology. The course has been typically attended by students from engineering, operations research, economics, and applied mathematics. Accordingly, a principal objective of the book has been to provide a unified treatment of the subject, suitable for a broad audience. In particular, problems with a continuous character, such as stochastic control problems, popular in modern control theory, are simultaneously treated with problems with a discrete character, such as Markovian decision problems, popular in operations research. Furthermore, many applications and examples, drawn from a broad variety of fields, are discussed.

The book may be viewed as a greatly expanded and pedagogically improved version of my 1987 book "Dynamic Programming: Deterministic and Stochastic Models," published by Prentice-Hall. I have included much new material on deterministic and stochastic shortest path problems, as well as a new chapter on continuous-time optimal control problems and the Pontryagin Minimum Principle, developed from a dynamic programming viewpoint. I have also added a fairly extensive exposition of simulation-based approximation techniques for dynamic programming. These techniques, which are often referred to as "neuro-dynamic programming" or "reinforcement learning," represent a breakthrough in the practical application of dynamic programming to complex problems that involve the dual curse of large dimension and lack of an accurate mathematical model. Other material was also augmented, substantially modified, and updated.

With the new material, however, the book grew so much in size that it became necessary to divide it into two volumes: one on finite horizon, and the other on infinite horizon problems. This division was not only natural in terms of size, but also in terms of style and orientation. The first volume is more oriented towards modeling, and the second is more oriented towards mathematical analysis and computation. I have included in the first volume a final chapter that provides an introductory treatment of infinite horizon problems. The purpose is to make the first volume self-
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Life can only be understood going backwards, but it must be lived going forwards.

Kierkegaard

1.1 INTRODUCTION

This book deals with situations where decisions are made in stages. The outcome of each decision may not be fully predictable but can be anticipated to some extent before the next decision is made. The objective is to minimize a certain cost—a mathematical expression of what is considered an undesirable outcome.

A key aspect of such situations is that decisions cannot be viewed in isolation since one must balance the desire for low present cost with the undesirability of high future costs. The dynamic programming technique captures this tradeoff. At each stage, it ranks decisions based on the sum of the present cost and the expected future cost, assuming optimal decision making for subsequent stages.

There is a very broad variety of practical problems that can be treated by dynamic programming. In this book, we try to keep the main ideas uncluttered by irrelevant assumptions on problem structure. To this end, we formulate in this section a broadly applicable model of optimal control of a dynamic system over a finite number of stages (a finite horizon). This model will occupy us for the first six chapters; its infinite horizon version will be the subject of the last chapter as well as Vol. II.

Our basic model has two principal features: (1) an underlying discrete-time dynamic system, and (2) a cost function that is additive over time. The dynamic system expresses the evolution of some variables, the system's "state", under the influence of decisions made at discrete instances of time. The system has the form

$$x_{k+1} = f_k(x_k, u_k, w_k), \quad k = 0, 1, \ldots, N - 1,$$

where

- $k$ indexes discrete time,
- $x_k$ is the state of the system and summarizes past information that is relevant for future optimization,
- $u_k$ is the control or decision variable to be selected at time $k$,
- $w_k$ is a random parameter (also called disturbance or noise depending on the context).

$N$ is the horizon or number of times control is applied, and $f_k$ is a function that describes the system and in particular the mechanism by which the state is updated.

The cost function is additive in the sense that the cost incurred at time $k$, denoted by $g_k(x_k, u_k, w_k)$, accumulates over time. The total cost is

$$g_N(x_N) + \sum_{k=0}^{N-1} g_k(x_k, u_k, w_k),$$

where $g_N(x_N)$ is a terminal cost incurred at the end of the process. However, because of the presence of $w_k$, the cost is generally a random variable and cannot be meaningfully optimized. We therefore formulate the problem as an optimization of the expected cost

$$E \left\{ g_N(x_N) + \sum_{k=0}^{N-1} g_k(x_k, u_k, w_k) \right\},$$

where the expectation is with respect to the joint distribution of the random variables involved. The optimization is over the controls $u_0, u_1, \ldots, u_{N-1}$, but some qualification is needed here: each control $u_k$ is selected with some knowledge of the current state $x_k$ (either its exact value or some other related information).

A more precise definition of the terminology just used will be given shortly. We first provide some orientation by means of examples.

Example 1.1.1 (Inventory Control)

Consider a problem of ordering a quantity of a certain item at each of $N$ periods so as to (roughly) meet a stochastic demand, while minimizing the incurred expected cost. Let us denote

- $x_k$ stock available at the beginning of the $k$th period,
- $u_k$ stock ordered (and immediately delivered) at the beginning of the $k$th period,
- $w_k$ demand during the $k$th period with given probability distribution.

We assume that $w_0, w_1, \ldots, w_{N-1}$ are independent random variables, and that excess demand is backlogged and filled as soon as additional inventory becomes available. Thus, stock evolves according to the discrete-time equation

$$x_{k+1} = x_k + u_k - w_k,$$

where negative stock corresponds to backlogged demand (see Fig. 1.1.1).

The cost incurred in period $k$ consists of two components:

(a) A cost $r(x_k)$ representing a penalty for either positive stock $x_k$ (holding cost for excess inventory) or negative stock $x_k$ (shortage cost for unfilled demand).
so as to minimize the expected cost. The meaning of $\mu_k$ is that, for each $k$ and each possible value of $x_k$, $\mu_k(x_k)$ = amount that should be ordered at time $k$ if the stock is $x_k$.

The sequence $\pi = \{\mu_0, \ldots, \mu_{N-1}\}$ will be referred to as a policy or control law. For each $\pi$, the corresponding cost for a fixed initial stock $x_0$ is $J_\pi(x_0) = E \left\{ R(x_N) + \sum_{k=0}^{N-1} \left[ r(x_k) + c\mu_k(x_k) \right] \right\},$

and we want to minimize $J_\pi(x_0)$ for a given $x_0$ over all $\pi$ that satisfy the constraints of the problem. This is a typical dynamic programming problem. We will analyze this problem in various forms in subsequent sections. For example, we will show in Section 4.2 that for a reasonable choice of the cost function, the optimal ordering policy is of the form

$$\mu_k(x_k) = \begin{cases} S_k - x_k & \text{if } x_k < S_k, \\ 0 & \text{otherwise}, \end{cases}$$

where $S_k$ is a suitable threshold level determined by the data of the problem. In other words, when stock falls below the threshold $S_k$, order just enough to bring stock up to $S_k$.

The preceding example illustrates the main ingredients of the basic problem formulation:

(a) A discrete-time system of the form

$$x_{k+1} = f_k(x_k, u_k, w_k),$$

where $f_k$ is some function; for example in the inventory case, we have $f_k(x_k, u_k, w_k) = x_k + u_k - w_k$.

(b) Independent random parameters $w_k$. This will be generalized by allowing the probability distribution of $w_k$ to depend on $x_k$ and $u_k$. In the context of the inventory example, we can think of a situation where the level of demand $w_k$ is influenced by the current stock level $x_k$.

(c) A control constraint; in the example, we have $u_k \geq 0$. In general, the constraint set will depend on $x_k$ and the time index $k$, that is, $u_k \in U(x_k,k)$. To see how constraints dependent on $x_k$ can arise in the inventory context, think of a situation where there is an upper bound $B$ on the level of stock that can be accommodated, so $u_k \leq B - x_k$.

(d) An additive cost of the form

$$E \left\{ g_N(x_N) + \sum_{k=0}^{N-1} g_k(x_k, u_k, w_k) \right\},$$

where $g_k$ is the cost of period $k$.
where $g_k$ are some functions; in the inventory example, we have

$$j_N(x_N) \quad g_k(x_k, u_k, w_k) = r(x_k) + cu_k.$$  

(c) Optimization over (closed-loop) policies, that is, rules for choosing $u_k$ for each $k$ and each possible value of $x_k$.

Discrete-State and Finite-State Problems

In the preceding example, the state $x_k$ was a continuous real variable, and it is easy to think of multidimensional generalizations where the state is an $n$-dimensional vector of real variables. It is also possible, however, that the state takes values from a discrete set, such as the integers.

A version of the inventory problem where a discrete viewpoint is more natural arises when stock is measured in whole units (such as cars), each of which is a significant fraction of $x_k$, $u_k$, or $w_k$. It is more appropriate then to take as state space the set of all integers rather than the set of real numbers. The form of the system equation and the cost per period will, of course, stay the same.

Generally, there are many situations where the state is naturally discrete and there is no continuous counterpart of the problem. Such situations are often conveniently specified in terms of the probabilities of transition between the states. What we need to know is $P_{ij}(u, k)$, which is the probability at time $k$ that the next state will be $j$, given that the current state is $i$, and the control selected is $u$, i.e.,

$$p_{ij}(u, k) \quad P\{x_{k+1} = j \mid x_k = i, u_k = u\}.$$  

This type of state transition can alternatively be described in terms of the discrete-time system equation

$$x_{k+1} = w_k,$$

where the probability distribution of the random parameter $w_k$ is

$$P\{w_k = j \mid x_k = i, u_k = u\} = p_{ij}(u, k).$$

Conversely, given a discrete-state system in the form

$$x_{k+1} = f_k(x_k, u_k, w_k),$$

together with the probability distribution $P_k(w_k \mid x_k, u_k)$ of $w_k$, we can provide an equivalent transition probability description. The corresponding transition probabilities are given by

$$p_{ij}(u, k) = P_k\{W_k(i, u, j) \mid x_k = i, u_k = u\},$$

where $W(i, u, j)$ is the set

$$W_k(i, u, j) = \{w \mid j = f_k(i, u, w)\}.$$  

Thus a discrete-state system can equivalently be described in terms of a difference equation or in terms of transition probabilities. Depending on the given problem, it may be notationally or mathematically more convenient to use one description over the other.

The following examples illustrate discrete-state problems. The first example involves a deterministic problem, that is, a problem where there is no stochastic uncertainty. In such a problem, when a control is chosen at a given state, the next state is fully determined; that is, for any state $i$, control $u$, and time $k$, the transition probability $P_{ij}(u, k)$ is equal to 1 for a single state $j$, and it is 0 for all other candidate next states. The other three examples involve stochastic problems, where the next state resulting from a given choice of control at a given state cannot be determined a priori.

Example 1.1.2 (A Deterministic Scheduling Problem)

Suppose that to produce a certain product, four operations must be performed on a certain machine. The operations are denoted by $A$, $B$, $C$, and $D$. We assume that operation $B$ can be performed only after operation $A$ has been performed, and operation $D$ can be performed only after operation $B$ has been performed. (Thus the sequence $CDAB$ is allowable but the sequence $CDBA$ is not.) The setup cost $C_{mn}$, for passing from any operation to any other operation $n$ is given. There is also an initial startup cost $S_A$ or $S_C$ for starting with operation $A$ or $C$, respectively. The cost of a sequence is the sum of the setup costs associated with it; for example, the operation sequence $ACDB$ has cost $S_A + C_{AC} + C_{CD} + C_{DB}$.

We can view this problem as a sequence of three decisions, namely the choice of the first three operations to be performed (the last operation is determined from the preceding three). It is appropriate to consider as state the set of operations already performed, the initial state being an artificial state corresponding to the beginning of the decision process. The possible state transitions corresponding to the possible states and decisions for this problem is shown in Fig. 1.1.2. Here the problem is deterministic, i.e., at a given state, each choice of control leads to a uniquely determined state. For example, at state $AC$ the decision to perform operation $D$ leads to state $ACD$ with certainty, and has cost $C_{CD}$. Deterministic problems with a finite number of states can be conveniently represented in terms of transition graphs, such as the one of Fig. 1.1.2. The optimal solution corresponds to the path that starts at the initial state and ends at some state at the terminal time and has minimum sum of arc costs plus the terminal cost. We will study systematically problems of this type in Chapter 2.
(a) Let the machine operate one more period in the state it currently is.
(b) Repair the machine and bring it to the best state 1 at a cost \( R \).

We assume that the machine, once repaired, is guaranteed to stay in state 1 for one period. In subsequent periods, it may deteriorate to states \( j > 1 \) according to the transition probabilities \( p_{ij} \).

Thus the objective here is to decide on the level of deterioration (state) at which it is worth paying the cost of machine repair, thereby obtaining the benefit of smaller future operating costs. Note that the decision should also be affected by the period we are in. For example, we would be less inclined to repair the machine when there are less periods left.

The system evolution for this problem can be described by the graphs of Fig. 1.1.3. These graphs depict the transition probabilities between various pairs of states for each value of the control and are known as transition probability graphs or simply transition graphs. Note that there is a different graph for each control; in the present case there are two controls (repair or not repair).

Example 1.1.3 (Machine Replacement)

Consider a problem of operating efficiently over \( N \) time periods a machine that can be in any of \( n \) states, denoted 1, 2, \ldots, \( n \). We denote by \( g(i) \) the operating cost per period when the machine is in state \( i \), and we assume that

\[
g(1) \leq g(2) \leq \ldots \leq g(n).
\]

The implication here is that state \( i \) is better than state \( i + 1 \), and state 1 corresponds to a machine in best condition.

During a period of operation, the state of the machine can become worse or it may stay unchanged. We thus assume that the transition probabilities

\[
p_{ij} = P\{\text{next state will be } j \mid \text{current state is } i\}
\]

satisfy

\[
p_{ij} = 0 \quad \text{if } j < i.
\]

We assume that at the start of each period we know the state of the machine and we must choose one of the following two options:
from the game is 
\[ \sum_{k=0}^{\infty} \frac{x}{2^k} = \frac{x}{x} = 0, \]
so if his acceptance criterion is based on maximization of expected profit, he is willing to pay any amount \( x \) to enter the game. This, however, is in strong disagreement with observed behavior, due to the risk element involved in entering the game, and shows that a different formulation of the problem is needed. The formulation of problems of decision under uncertainty so that risk is properly taken into account is a deep subject with an interesting theory. An introduction to this theory is given in Appendix G. It is shown in particular that minimization of expected cost is appropriate under reasonable assumptions, provided the cost function is suitably chosen so that it properly encodes the risk preferences of the decision maker.

1.3 THE DYNAMIC PROGRAMMING ALGORITHM

The dynamic programming (DP) technique rests on a very simple idea, the principle of optimality. The name is due to Bellman, who contributed a great deal to the popularization of DP and to its transformation into a systematic tool. Roughly, the principle of optimality states the following rather obvious fact.

\[ \text{Principle of Optimality} \]

Let \( \pi^* = \{ \mu_0^*, \mu_1^*, \ldots, \mu_{N-1}^* \} \) be an optimal policy for the basic problem, and assume that when using \( \pi^* \), a given state \( x_i \) occurs at time \( i \) with positive probability. Consider the subproblem whereby we are at \( x_i \) at time \( i \) and wish to minimize the "cost-to-go" from time \( i \) to time \( N \):

\[ E \left\{ g_N(x_N) + \sum_{k=i}^{N-1} g_k(x_k, \mu_k(x_k), w_k) \right\}. \]

Then the truncated policy \( \{ \mu_i^*, \mu_{i+1}^*, \ldots, \mu_{N-1}^* \} \) is optimal for this subproblem.

The intuitive justification of the principle of optimality is very simple. If the truncated policy \( \{ \mu_i^*, \mu_{i+1}^*, \ldots, \mu_{N-1}^* \} \) were not optimal as stated, we would be able to reduce the cost further by switching to an optimal policy for the subproblem once we reach \( x_i \). For an auto travel analogy, suppose that the fastest route from Los Angeles to Boston passes through Chicago. The principle of optimality translates to the obvious fact that the Chicago to Boston portion of the route is also the fastest route for a trip that starts from Chicago and ends in Boston.

The principle of optimality suggests that an optimal policy can be constructed in piecemeal fashion, first constructing an optimal policy for the "tail subproblem" involving the last stage, then extending the optimal policy to the "tail subproblem" involving the last two stages, and continuing in this manner until an optimal policy for the entire problem is constructed. The DP algorithm is based on this idea: it proceeds sequentially, by solving all the tail subproblems of a given time length, using the solution of the tail subproblems of shorter time length. We introduce the algorithm with two examples, one deterministic and one stochastic.

1.3.1 The Dynamic Programming Algorithm for a Deterministic Scheduling Problem

Let us consider the scheduling example of the preceding section, and let us apply the principle of optimality to calculate the optimal schedule. We have to schedule optimally the four operations A, B, C, and D. The transition and setup costs are shown in Fig. 1.3.1 next to the corresponding arcs.

According to the principle of optimality, the "tail" portion of an optimal schedule must be optimal. For example, suppose that the optimal schedule is CABD. Then, having scheduled first C and then A, it must be optimal to complete the schedule with BD rather than with DB. With this in mind, we solve all possible tail subproblems of length two, then all tail subproblems of length three, and finally the original problem that has length four (the subproblems of length one are of course trivial because there is only one operation that is as yet unscheduled). As we will see shortly, the tail subproblems of length \( k+1 \) are easily solved once we have solved the tail subproblems of length \( k \), and this is the essence of the DP technique.

**Tail Subproblems of Length 2:** These subproblems are the ones that involve two unscheduled operations and correspond to the states AB, AC, CA, and CD (see Fig. 1.3.1).

- **State AB:** Here it is only possible to schedule operation C as the next operation, so the optimal cost of this subproblem is 9 (the cost of scheduling C after B, which is 3, plus the cost of scheduling Dafters C, which is 6).
- **State AC:** Here the possibilities are to (a) schedule operation 13 and then D, which has cost 5, or (b) schedule operation D and then B, which has cost 9. The first possibility is optimal, and the corresponding cost of the tail subproblem is 5, as shown next to node AC in Fig. 1.3.1.
- **State CA:** Here the possibilities are to (a) schedule operation 13 and then D, which has cost 3, or (b) schedule operation D and then 13, which has cost 7. The first possibility is optimal, and the correspond-
ing cost of the tail subproblem is 3, as shown next to node CA in Fig. 1.3.1.

Figure 1.3.1 Transition graph of the deterministic scheduling problem, with the cost of each decision shown next to the corresponding arc. Next to each node/state we show the cost to optimally complete the schedule starting from that state. This is the optimal cost of the corresponding tail subproblem (cf. the principle of optimality). The optimal cost for the original problem is equal to 10, as shown next to the initial state. The optimal schedule corresponds to the thick-line arcs.

State CD: Here it is only possible to schedule operation A as the next operation, so the optimal cost of this subproblem is 5.

Tail Subproblems of Length 3: These subproblems can now be solved using the optimal costs of the subproblems of length 2.

State A: Here the possibilities are to (a) schedule next operation B (cost 2) and then solve optimally the corresponding subproblem of length 2 (cost 9, as computed earlier), a total cost of 11, or (b) schedule next operation C (cost 3) and then solve optimally the corresponding subproblem of length 2 (cost 5, as computed earlier), a total cost of 8. The second possibility is optimal, and the corresponding cost of the tail subproblem is 8, as shown next to node A in Fig. 1.3.1.

State C: Here the possibilities are to (a) schedule next operation A (cost 4) and then solve optimally the corresponding subproblem of length 2 (cost 3, as computed earlier), a total cost of 7, or (b) schedule next operation D (cost 6) and then solve optimally the corresponding subproblem of length 2 (cost 5, as computed earlier), a total cost of 11. The first possibility is optimal, and the corresponding cost of the tail subproblem is 7, as shown next to node A in Fig. 1.3.1.

Original Problem of Length 4: The possibilities here are (a) start with operation A (cost 5) and then solve optimally the corresponding subproblem of length 3 (cost 8, as computed earlier), a total cost of 13, or (b) start with operation C (cost 3) and then solve optimally the corresponding subproblem of length 3 (cost 7, as computed earlier), a total cost of 10. The second possibility is optimal, and the corresponding optimal cost is 10, as shown next to the initial state node in Fig. 1.3.1.

Note that having computed the optimal cost of the original problem through the solution of all the tail subproblems, we can construct the optimal schedule by starting at the initial node and proceeding forward, each time choosing the operation that starts the optimal schedule for the corresponding tail subproblem. In this way, by inspection of the graph and the computational results of Fig. 1.3.1, we determine that CABD is the optimal schedule.

The DP Algorithm for the Inventory Control Example

Consider the inventory control example of the previous section. Similar to the solution of the preceding deterministic scheduling problem, we calculate sequentially the optimal costs of all the tail subproblems, going from shorter to longer problems. The only difference is that the optimal costs are computed as expected values, since the problem here is stochastic.

Tail Subproblems of Length 1: Assume that at the beginning of period $N - 1$ the stock is $X_{N-1}$. Clearly, no matter what happened in the past, the inventory manager should order the amount of inventory that minimizes over $UN_{N-1}$ the sum of the ordering cost and the expected terminal holding/shortage cost. Thus, he should minimize over $UN_{N-1}$ the sum $CUN_{N-1} + E(R(X_{N-1}))$, which can be written as

$$CUN_{N-1} + E \left\{ R(X_{N-1}) + u_{N-1} - w_{N-1} \right\}.$$

Adding the holding/shortage cost of period $N - 1$, we see that the optimal cost for the last period (plus the terminal cost) is given by

$$J_{N-1}(X_{N-1}) = r(x_{N-1}) + \min_{u_{N-1} \geq 0} \left\{ CUN_{N-1} + E \left\{ R(X_{N-1}) + u_{N-1} - w_{N-1} \right\} \right\}.$$

Naturally, $IN_{N-1}$ is a function of the stock $X_{N-1}$. It is calculated either analytically or numerically (in which case a table is used for computer
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Our proof is somewhat informal and assumes that the functions $J_k$ are well-defined and finite. For a strictly rigorous proof, some technical mathematical issues must be addressed; see Section 1.5. These issues do not arise if the disturbance $W_k$ takes a finite or countable number of values and the expected values of all terms in the expression of the cost function (1.1) are well-defined and finite for every admissible policy $\pi$.

Proof: For any admissible policy $\pi = \{\mu_0, \mu_1, \ldots, \mu_{N-1}\}$ and each $k = 0, 1, \ldots, N - 1$, denote $\pi^k = \{\mu_k, \mu_{k+1}, \ldots, \mu_{N-1}\}$. For $k = 0, 1, \ldots, N - 1$, let $J_k^\pi(x_k)$ be the optimal cost for the $(N - k)$-stage problem that starts at state $x_k$ and time $k$, and ends at time $N$.

$$J_k^\pi(x_k) = \min_{u_k \in \text{Uk}(x_k)} \mathbb{E} \left[ g_N(x_N) + \sum_{i=k}^{N-1} g_i(x_i, \mu_i(x_i), w_i) \right].$$

This is actually the dynamic programming equation for this problem.

The functions $J_k(x_k)$ denote the optimal expected cost for the tail subproblem that starts at period $k$ with initial inventory $x_k$. These functions are computed recursively backward in time, starting at period $N - 1$ and ending at period 0. The value $J_0(x_0)$ is the optimal expected cost when the initial stock at time 0 is $x_0$. During the calculations, the optimal policy is simultaneously computed from the minimization in the right-hand side of Eq. (1.4).

The example illustrates the main advantage offered by DP. While the original inventory problem requires an optimization over the set of policies, the DP algorithm of Eq. (1.4) decomposes this problem into a sequence of minimizations carried out over the set of controls. Each of these minimizations is much simpler than the original problem.

The DP Algorithm

We now state the DP algorithm for the basic problem and show its optimality by translating into mathematical terms the heuristic argument given above for the inventory example.

Proposition 1.3.1: For every initial state $x_0$, the optimal cost $J^*(x_0)$ of the basic problem is equal to $J_0(x_0)$, given by the last step of the following algorithm, which proceeds backward in time from period $N - 1$ to period 0:

$$J_N(x_N) = g_N(x_N),$$

$$J_k(x_k) = \min_{u_k \in \text{Uk}(x_k)} \mathbb{E} \left[ g_N(x_N) + \sum_{i=k}^{N-1} g_i(x_i, \mu_i(x_i), w_i) \right],$$

where the expectation is taken with respect to the probability distribution of $w_k$, which depends on $x_k$ and $u_k$. Furthermore, if $u_k^\pi = \mu_k^\pi(x_k)$ minimizes the right side of Eq. (1.6) for each $x_k$ and $k$, the policy $\pi^* = \{\mu_0^*, \ldots, \mu_{N-1}^*\}$ is optimal.

Proof: For any admissible policy $\pi = \{\mu_0, \mu_1, \ldots, \mu_{N-1}\}$ and each $k = 0, 1, \ldots, N - 1$, denote $\pi^k = \{\mu_k, \mu_{k+1}, \ldots, \mu_{N-1}\}$. For $k = 0, 1, \ldots, N - 1$, let $J_k^\pi(x_k)$ be the optimal cost for the $(N - k)$-stage problem that starts at state $x_k$ and time $k$, and ends at time $N$. The functions $J_k(x_k)$ denote the optimal expected cost for the tail subproblem that starts at period $k$ with initial inventory $x_k$. These functions are computed recursively backward in time, starting at period $N - 1$ and ending at period 0. The value $J_0(x_0)$ is the optimal expected cost when the initial stock at time 0 is $x_0$. During the calculations, the optimal policy is simultaneously computed from the minimization in the right-hand side of Eq. (1.4).

The example illustrates the main advantage offered by DP. While the original inventory problem requires an optimization over the set of policies, the DP algorithm of Eq. (1.4) decomposes this problem into a sequence of minimizations carried out over the set of controls. Each of these minimizations is much simpler than the original problem.

The DP Algorithm

We now state the DP algorithm for the basic problem and show its optimality by translating into mathematical terms the heuristic argument given above for the inventory example.
For $k$ we define $J_k^x(x_N) = g_N(x_N)$. We will show by induction that the functions $J_k$ are equal to the functions $J_k$ generated by the DP algorithm, so that for $k = 0$, we will obtain the desired result.

Indeed, we have by definition $J_N^x = J_N = g_N$. Assume that for some $k$ and all $x_{k+1}$, we have $J_{k+1}^x(x_{k+1}) = J_k^x(x_{k+1})$. Then, since $\pi_N (\mu_k, \pi_{k+1})$, we have for all $x_k$

$$J_k^x(x_k) = \min_{(\mu_k, \pi_{k+1})} \left\{ g_k(x_k, \mu_k(x_k), u_k) \right\}$$

$$+ \min_{\pi_{k+1}} \left\{ \min_{\pi_{k+1}} \left\{ g_N(x_N) + \sum_{i=k+1}^{N-1} \left\{ g_i(x_i, \mu_i(x_i), u_i) \right\} \right\} \right\}$$

$$= \min_{\mu_k} \left\{ g_k(x_k, \mu_k(x_k), u_k) \right\}$$

$$+ \min_{\pi_{k+1}} \left\{ \min_{\pi_{k+1}} \left\{ g_N(x_N) + \sum_{i=k+1}^{N-1} \left\{ g_i(x_i, \mu_i(x_i), u_i) \right\} \right\} \right\}$$

$$= \min_{\pi_{k+1}} \left\{ g_k(x_k, \mu_k(x_k), u_k) + J_{k+1}^x(u_{k+1}, x_{k+1}) \right\}$$

$$= \min_{\pi_{k+1}} \left\{ g_k(x_k, \mu_k(x_k), u_k) + J_{k+1}(x_{k+1}, u_{k+1}, x_{k+1}) \right\}$$

$$= J_k^x(x_k)$$

Completing the induction. In the second equation above, we moved the minimum over $\pi_{k+1}$ inside the bracketed expression, using a principle of optimality: the tail portion of an optimal policy is optimal for the tail subproblem (a more rigorous justification of this step is given in Section 1.5). In the third equation, we used the definition of $J_{k+1}^x$ and in the fourth equation we used the induction hypothesis. In the fifth equation, we converted the minimization over $\mu_k$ to a minimization over $u_k$, using the fact that for any function $F$ of $x$ and $u$, we have

$$\min_{\mu \in \mathcal{M}} F(x, \mu(x)) = \min_{u \in U(x)} F(x, u)$$

where $\mathcal{M}$ is the set of all functions $\mu(x)$ such that $\mu(x) \in U(x)$ for all $x$.

Q.E.D.

The argument of the preceding proof provides an interpretation of $J_k^x(x_k)$ as the optimal cost for an $(N-k)$-stage problem starting at state $x_k$ and time $k$, and ending at time $N$. We consequently call $J_k(x_k)$ the cost-to-go at state $x_k$ and time $k$, and refer to $J_k$ as the cost-to-go function at time $k$.

Sec. 1.3 The Dynamic Programming Algorithm

Ideally, we would like to use the DP algorithm to obtain closed-form expressions for $J_k$ or an optimal policy. In this book, we will discuss a large number of models that admit analytical solution by DP. Even if such models rely on oversimplified assumptions, they are often very useful. They may provide valuable insights about the structure of the optimal solution of more complex models, and they may form the basis for suboptimal control schemes. Furthermore, the broad collection of analytically solvable models provides helpful guidelines for modeling: when faced with a new problem it is worth trying to pattern its model after one of the principal analytically tractable models.

Unfortunately, in many practical cases an analytical solution is not possible and one must resort to numerical execution of the DP algorithm. This may be quite time-consuming since the minimization in the DP Eq. (1.6) must be carried out for each value of $x_k$. The state space must be discretized in some way if it is not already a finite set. The computational requirements are proportional to the number of possible values of $x_k$, so for complex problems the computational burden may be excessive. Nonetheless, DP is the only general approach for sequential optimization under uncertainty, and even when it is computationally prohibitive, it can serve as the basis for more practical suboptimal approaches, which will be discussed in Chapter 6.

The following examples illustrate some of the analytical and computational aspects of DP.

Example 1.3.1

A certain material is passed through a sequence of two ovens (see Fig. 1.3.2). Denote

- $x_0$: initial temperature of the material,
- $x_k$, $k = 1, 2$: temperature of the material at the exit of oven $k$,
- $u_{k-1}$, $k = 1, 2$: prevailing temperature in oven $k$.

We assume a model of the form

$$x_{k+1} = (1 - a)x_k + au_k, \quad k = 0, 1, 2$$

where $a$ is a known scalar from the interval $(0,1)$. The objective is to get the final temperature $x_2$ close to a given target $T$, while expending relatively little energy. This is expressed by a cost function of the form

$$r(x_2 - T)^2 + w_0^2 + w_1^2,$$

where $r > 0$ is a given scalar. We assume no constraints on $u_k$. (In reality, there are constraints, but if we can solve the unconstrained problem and verify that the solution satisfies the constraints, everything will be fine.) The problem is deterministic; that is, there is no stochastic uncertainty. However,
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We now go back one stage. We have [cf. Eq. (1.6)]

\[
J_0(x_0) = \min_{u_0} \left[ u_0^2 + J_1(x_1) \right] = \min_{u_0} \left[ u_0^2 + J_1 \left( (1-a)x_0 + aw_0 \right) \right],
\]

and by substituting the expression already obtained for \( J_1 \), we have

\[
J_0(x_0) = \min_{u_0} \left[ \frac{2}{u_0 + r} \left( (1-a)x_0 + (1-a)aw_0 - T \right)^2 \right].
\]

We minimize with respect to \( u_0 \) by setting the corresponding derivative to zero. We obtain

\[
O = 2u_0 + \frac{2r(1-a)\left( (1-a)x_0 + (1-a)aw_0 - T \right)}{1 + ra^2}.
\]

This yields, after some calculation, the optimal temperature of the first oven:

\[
\mu_0(x_0) = \frac{2(1-a)\left( (1-a)x_0 + (1-a)aw_0 - T \right)}{1 + ra^2}.
\]

The optimal cost is obtained by substituting this expression in the formula for \( J_0 \). This leads to a straightforward but lengthy calculation, which in the end yields the rather simple formula

\[
J_0(x_0) = \frac{r(1-a)^2(x_0 - T)^2}{1 + ra^2}. \]

This completes the solution of the problem.

One noteworthy feature in the preceding example is the facility with which we obtained an analytical solution. A little thought while tracing the steps of the algorithm will convince the reader that what simplifies the solution is the quadratic nature of the cost and the linearity of the system equation. In Section 4.1 we will see that, generally, when the system is linear and the cost is quadratic, the optimal policy and cost-to-go function are given by closed-form expressions, regardless of the number of stages \( N \).

Another noteworthy feature of the example is that the optimal policy remains unaffected when a zero-mean stochastic disturbance is added in the system equation. To see this, assume that the material’s temperature evolves according to

\[
x_{k+1} = (1-a)x_k + aw_k + w_k, \quad k = 0, 1,
\]

where \( w_0, w_1 \) are independent random variables with given distribution, zero mean

\[
E[w_0] = E[W_1] = 0,
\]
and finite variance. Then the equation for $J_l$ ref. Eq. (1.6) becomes

$$J_l(x_l) = \min_{u_l} \left[ u_l^2 + r((1 - a)x_l + aU_l + w_l - T)^2 \right]$$

$$= \min_{u_l} \left[ u_l^2 + r((1 - a)x_l + aU_l - T)^2 \right. \left. + 2rE\{u_l\}(1 - a)x_l + aU_l - T + rE\{w_l^2\} \right].$$

Since $E\{|W_l|\} = 0$, we obtain

$$J_l(x_l) = \min_{u_l} \left[ u_l^2 + r((1 - a)x_l + aU_l - T)^2 \right] + rE\{w_l^2\}.$$ 

Comparing this equation with Eq. (1.7), we see that the presence of $w_l$ has resulted in an additional inconsequential term, $rE\{w_l^2\}$. Therefore, the optimal policy for the last stage remains unaffected by the presence of $w_l$, while $J_l(x_l)$ is increased by the constant term $rE\{w_l^2\}$. It can be seen that a similar situation also holds for the first stage. In particular, the optimal cost is given by the same expression as before except for an additive constant that depends on $E\{w_l^2\}$ and $E\{w_l^2\}$.

If the optimal policy is unaffected when the disturbances are replaced’ by their means, we say that certainty equivalence holds. We will derive certainty equivalence results for several problems involving a linear system and a quadratic cost (see Sections 4.1, 5.2, and 5.3).

**Example 1.3.2**

To illustrate the computational aspects of DP, consider an inventory control problem that is slightly different from the one of Sections 1.1 and 1.2. In particular, we assume that inventory $x_k$ and the demand $w_k$ are nonnegative integers, and that the excess demand $(w_k - x_k - u_k)$ is lost. As a result, the stock equation takes the form

$$x_{k+1} = \max(0, x_k + u_k - w_k).$$

We also assume that there is an upper bound of 2 units on the stock that can be stored, i.e. there is a constraint $x_k + u_k \leq 2$. The holding/storage cost for the $k$th period is given by

$$(x_k + u_k - w_k)^2,$$

implying a penalty both for excess inventory and for unmet demand at the end of the $k$th period. The ordering cost is 1 per unit stock ordered. Thus the cost per period is

$$g_k(x_k, u_k, w_k) = u_k + (x_k + u_k - w_k)^2.$$
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For \( x_2 \) 2, the only admissible control is \( u_{t_2} = 0 \), so we have
\[
J_2(2) = E \left\{ \left( w_{t_2} \right)^2 \right\} = 0.1 \cdot 4 + 0.7 \cdot 1 = 1.1,
\]
\[
J_2(2) = 1.1, \quad \mu_2^*(2) = 0.
\]

Period 1: Again we compute \( J_i(\mathbf{x}_i) \) for each of the three possible states \( x_i = 0, 1, 2 \), using the values \( J_2(0), J_2(1), J_2(2) \) obtained in the previous period. For \( x_1 = 0 \), we have
\[
J_1(0) = \min_{u_{t_1} = 0, 1, 2} E \left\{ u_{t_1} + \left( u_{t_1} - w_{t_1} \right)^2 + J_2 \left( \max(0, u_{t_1} - w_{t_1}) \right) \right\},
\]
\[
u_1 = 0: E(\cdot) = 0.1 \cdot J_2(0) + 0.7 \cdot 1 + J_2(2) = 2.8,
\]
\[
u_1 = 1: E(\cdot) = 1 + 0.1 \cdot 1 + 1.5 \cdot 2 = 3.9,
\]
\[
u_1 = 2: E(\cdot) = 2 + 0.1 \cdot 4 + J_2(2) = 3.68,
\]
\[
J_1(0) = 2.5, \quad \mu_1^*(0) = 1.
\]

For \( x_1 = 1 \), we have
\[
J_1(1) = \min_{u_{t_1} = 0, 1, 2} E \left\{ u_{t_1} + \left( u_{t_1} - w_{t_1} \right)^2 + J_2 \left( \max(0, u_{t_1} - w_{t_1}) \right) \right\},
\]
\[
u_1 = 0: E(\cdot) = 0.1 \cdot J_2(0) + 0.7 \cdot 1 + J_2(2) = 2.5,
\]
\[
u_1 = 1: E(\cdot) = 1 + 0.1 \cdot 1 + 1.5 \cdot 2 = 3.5, \quad J_1(1) = 2.5, \quad \mu_1^*(1) = 0.
\]

For \( x_1 = 2 \), the only admissible control is \( u_{t_1} = 0 \), so we have
\[
J_1(2) = E \left\{ \left( w_{t_1} \right)^2 + J_2 \left( \max(0, 2 - w_{t_1}) \right) \right\}
\]
\[
= 0.1 \cdot 4 + J_2(2) = 1.1 + 2.5 = 3.68,
\]
\[
J_1(2) = 2.5, \quad \mu_1^*(2) = 0.
\]

Period 0: Here we need to compute only \( J_0(\mathbf{O}) \) since the initial state is known to be 0. We have
\[
J_0(\mathbf{O}) = \min_{u_0 = 0, 1, 2} E \left\{ u_0 \cdot 1 + 0.1 \cdot 1 + 0.7 \cdot 1 + J_1 \left( \max(0, u_0) \right) \right\},
\]
\[
u_0 = 0: E(\cdot) = 0.1 \cdot J_1(0) + 0.7 \cdot 1 + J_1(2) = 4.0,
\]
\[
u_0 = 1: E(\cdot) = 1 + 0.1 \cdot 1 + J_1(1) = 3.7,
\]
\[
u_0 = 2: E(\cdot) = 2 + 0.1 \cdot 4 + J_1(2) = 3.68,
\]
\[
J_0(\mathbf{O}) = 4.818.
\]

<table>
<thead>
<tr>
<th>Stock</th>
<th>Stage 0 Optimal</th>
<th>Stage 1 Optimal</th>
<th>Stage 2 Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost-to-go</td>
<td>Stock to purchase</td>
<td>Cost-to-go</td>
</tr>
<tr>
<td>0</td>
<td>0.7</td>
<td>1</td>
<td>2.5</td>
</tr>
<tr>
<td>1</td>
<td>2.7</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>2.818</td>
<td>0</td>
<td>1.68</td>
</tr>
</tbody>
</table>

Figure 1.3.3 System and DP results for Example 1.3.2. The transition probability diagrams for the different values of stock purchased (control) are shown. The numbers next to the arcs are the transition probabilities. The control \( u = 1 \) is not available at state 2 because of the limitation \( x_k - u_k \leq 2 \). Similarly, the control \( u = 2 \) is not available at states 1 and 2. The results of the DP algorithm are given in the table.

The expected value in the right side is
\[
u_{t_2} = 0: E(\cdot) = 0.1 \cdot 1 + 0.2 \cdot 1 = 0.3,
\]
\[
u_{t_2} = 1: E(\cdot) = 1 + 0.1 \cdot 4 + 0.7 \cdot 1 = 2.1.
\]

Hence
\[
J_2(1) = 0.3, \quad \mu_2^*(1) = 0.
\]
optimal play: either if \( X_N > 0 \), if \( X_N = 0 \), if \( X_N < 0 \).

Example 1.3.4 (Finite-State Systems)

We mentioned earlier (d. the examples in Section 1.1) that systems with a finite number of states can be represented either in terms of a discrete-time system equation or in terms of the probabilities of transition between the states. Let us work out the DP algorithm corresponding to the latter case. We assume for the sake of the following discussion that the problem is stationary (i.e., the transition probabilities, the cost per stage, and the control constraint sets do not change from one stage to the next). Then, if and, as noted in the preceding section, it includes points where \( P_w < 1/2 \).

Let us consider the general case of an \( N \)-game match, and let the state be the net score, that is, the difference between the points of the player minus the points of the opponent (so a state of 0 corresponds to an even score). The optimal cost-to-go function at the start of the \( k \)-th game is given by the dynamic programming recursion

\[
J_k(x_k) = \max \{ P_d J_{k+1}(x_k) + (1 - P_d) J_{k+1}(x_k - 1),
\]

\[
P_w J_{k+1}(x_k + 1) + (1 - P_w) J_{k+1}(x_k - 1) \}.
\]

(1.8)

The maximum above is taken over the two possible decisions:

(a) Timid play, which keeps the score at \( x_k \) with probability \( P_d \), and changes \( x_k \) to \( x_k + 1 \) with probability \( 1 - P_d \).

(b) Bold play, which changes \( x_k \) to \( x_k + 1 \) or to \( x_k - 1 \) with probabilities \( P_w \) or \( (1 - P_w) \), respectively.

It is optimal to play bold when

\[
P_w J_{k+1}(x_k + 1) + (1 - P_w) J_{k+1}(x_k - 1) \geq P_d J_{k+1}(x_k) + (1 - P_d) J_{k+1}(x_k - 1)
\]
or equivalently, if

\[
P_w > \frac{P_d J_{k+1}(x_k) - J_{k+1}(x_k - 1)}{J_{k+1}(x_k + 1) - J_{k+1}(x_k - 1)}.
\]

(1.9)

Example 1.3.5 (Optimizing a Chess Match Strategy)

Consider the chess match example of Section 1.1. There, a player can select timid play (probabilities \( P_d \) and \( 1 - P_d \) for a draw or loss, respectively) or bold play (probabilities \( P_w \) and \( 1 - P_w \) for a win or loss, respectively) in each game of the match. We want to formulate a DP algorithm for finding the policy that maximizes the player's probability of winning the match. Note that here we are dealing with a maximization problem. We can convert the problem to a minimization problem by changing the sign of the cost function, but a simpler alternative, which we will generally adopt, is to replace the minimization in the DP algorithm with maximization.

Let us consider the general case of an \( N \)-game match, and let the state be the net score, that is, the difference between the points of the player minus the points of the opponent (so a state of 0 corresponds to an even score). The optimal cost-to-go function at the start of the \( k \)-th game is given by the dynamic programming recursion

\[
J_k(x_k) = \max \{ P_d J_{k+1}(x_k) + (1 - P_d) J_{k+1}(x_k - 1),
\]

\[
P_w J_{k+1}(x_k + 1) + (1 - P_w) J_{k+1}(x_k - 1) \}.
\]

The maximum above is taken over the two possible decisions:

(a) Timid play, which keeps the score at \( x_k \) with probability \( P_d \), and changes \( x_k \) to \( x_k + 1 \) with probability \( 1 - P_d \).

(b) Bold play, which changes \( x_k \) to \( x_k + 1 \) or to \( x_k - 1 \) with probabilities \( P_w \) or \( (1 - P_w) \), respectively.

It is optimal to play bold when

\[
P_w J_{k+1}(x_k + 1) + (1 - P_w) J_{k+1}(x_k - 1) \geq P_d J_{k+1}(x_k) + (1 - P_d) J_{k+1}(x_k - 1)
\]
or equivalently, if

\[
P_w > \frac{P_d J_{k+1}(x_k) - J_{k+1}(x_k - 1)}{J_{k+1}(x_k + 1) - J_{k+1}(x_k - 1)}.
\]

(1.9)

If the initial state were not known a priori, we would have to compute in a similar manner \( J_0(1) \) and \( J_0(2) \), as well as the minimizing \( \mu_0 \). The reader may verify (Exercise 1.2) that these calculations yield

\[
J_0(1) = 2.7, \quad \mu_0(1) = 1.
\]

\[
J_0(2) = 2.818, \quad \mu_0(2) = 0.
\]

Thus the optimal ordering policy for each period is to order one unit if the current stock is zero and order nothing otherwise. The results of the DP algorithm are given in tabular form in Fig. 1.3.3.

Example 1.3.3 (Optimizing a Chess Match Strategy)

Consider the chess match example of Section 1.1. There, a player can select timid play (probabilities \( P_d \) and \( 1 - P_d \) for a draw or loss, respectively) or bold play (probabilities \( P_w \) and \( 1 - P_w \) for a win or loss, respectively) in each game of the match. We want to formulate a DP algorithm for finding the policy that maximizes the player's probability of winning the match. Note that here we are dealing with a maximization problem. We can convert the problem to a minimization problem by changing the sign of the cost function, but a simpler alternative, which we will generally adopt, is to replace the minimization in the DP algorithm with maximization.

Let us consider the general case of an \( N \)-game match, and let the state be the net score, that is, the difference between the points of the player minus the points of the opponent (so a state of 0 corresponds to an even score). The optimal cost-to-go function at the start of the \( k \)-th game is given by the dynamic programming recursion

\[
J_k(x_k) = \max \{ P_d J_{k+1}(x_k) + (1 - P_d) J_{k+1}(x_k - 1),
\]

\[
P_w J_{k+1}(x_k + 1) + (1 - P_w) J_{k+1}(x_k - 1) \}.
\]

The maximum above is taken over the two possible decisions:

(a) Timid play, which keeps the score at \( x_k \) with probability \( P_d \), and changes \( x_k \) to \( x_k + 1 \) with probability \( 1 - P_d \).

(b) Bold play, which changes \( x_k \) to \( x_k + 1 \) or to \( x_k - 1 \) with probabilities \( P_w \) or \( (1 - P_w) \), respectively.

It is optimal to play bold when

\[
P_w J_{k+1}(x_k + 1) + (1 - P_w) J_{k+1}(x_k - 1) \geq P_d J_{k+1}(x_k) + (1 - P_d) J_{k+1}(x_k - 1)
\]
or equivalently, if

\[
P_w > \frac{P_d J_{k+1}(x_k) - J_{k+1}(x_k - 1)}{J_{k+1}(x_k + 1) - J_{k+1}(x_k - 1)}.
\]

(1.9)

The dynamic programming recursion is started with

\[
J_0(0) = \begin{cases} 1 & \text{if } X_N > 0, \\ P_w & \text{if } X_N = 0, \\ 0 & \text{if } X_N < 0. \end{cases}
\]

(1.10)

In this equation, we have \( P(0) = P_w \) because when the score is even after \( N \) games \( (X_N = 0) \), it is optimal to play bold in the first game of sudden death.

By executing the DP algorithm (1.8) starting with the terminal condition (1.10), and using the criterion (1.9) for optimality of bold play, we find the following, assuming that \( P_d > P_w \):

\[
J_{N-1}(X_{N-1}) = \begin{cases} 1 & \text{if } X_{N-1} > 1; \text{ optimal play: either} \\ P_w & \text{if } X_{N-1} = 0; \text{ optimal play: bold} \\ 0 & \text{if } X_{N-1} < 0; \text{ optimal play: bold} \end{cases}
\]

(1.10)

Also, given \( J_{N-1}(X_{N-1}) \), and Eqs. (1.8) and (1.9) we obtain

\[
J_N(X_N) = \max \{ P_d J_{N+1}(X_N) + (1 - P_d) J_{N+1}(X_N - 1),
\]

\[
P_w J_{N+1}(X_N + 1) + (1 - P_w) J_{N+1}(X_N - 1) \}.
\]

(1.10)

and that if the score is even with 2 games remaining, it is optimal to play bold. Thus for a 2-game match, the optimal policy for both periods is to play timid if and only if the player is ahead in the score. The region of pairs \( (P_w, P_d) \) for which the player has a better than 50-50 chance to win a 2-game match is

\[
R_2 = \left\{ (P_w, P_d) \mid J_0(0) = P_w \left( P_w + (P_w + P_d)(1 - P_w) \right) > 1/2 \right\},
\]

and, as noted in the preceding section, it includes points where \( P_w < 1/2 \).

Example 1.3.4 (Finite-State Systems)

We mentioned earlier (d. the examples in Section 1.1) that systems with a finite number of states can be represented either in terms of a discrete-time system equation or in terms of the probabilities of transition between the states. Let us work out the DP algorithm corresponding to the latter case. We assume for the sake of the following discussion that the problem is stationary (i.e., the transition probabilities, the cost per stage, and the control constraint sets do not change from one stage to the next). Then, if

\[
p_{ij}(u) = P(x_{k+1} = j \mid x_k = i, u_k)
\]
(a) Show that the problem can be formulated as a shortest path problem, and write the corresponding DP algorithm.

(b) Suppose he is at location $i$ on day $k$. Let

$$R_k^i = r_k^i - r_{k+1}^i,$$

where $j$ denotes the location that is not equal to $i$. Show that if $R_k^i \leq 0$ it is optimal to stay at location $i$, while if $R_k^i \geq 2c$, it is optimal to switch.

(c) Suppose that on each day there is a probability of rain $P_i$ at location $i$, independently of rain in the other location, and independently of whether it rained on other days. If he is at location $i$ and it rains, his profit for the day is reduced by a factor $\beta_k$. Can the problem still be formulated as a shortest path problem? Write a DP algorithm.

(d) Suppose there is a possibility of rain as in part (c), but the businessman receives an accurate rain forecast just before making the decision to switch or not switch locations. Can the problem still be formulated as a shortest path problem? Write a DP algorithm.
In this chapter, we provide an introduction to continuous-time deterministic optimal control. We derive the analog of the DP algorithm, which is the Hamilton-Jacobi-Bellman equation. Furthermore, we develop a celebrated theorem of optimal control, the Pontryagin Minimum Principle and its variations. We discuss two different derivations of this theorem, one of which is based on DP. We also illustrate the theorem by means of examples.

### 3.1 CONTINUOUS-TIME OPTIMAL CONTROL

We consider a continuous-time dynamic system

$$\dot{x}(t) = f(x(t), u(t)), \quad 0 \leq t \leq T,$$

$$x(0) : \text{given},$$

where $x(t) \in \mathbb{R}^n$ is the state vector at time $t$, $j_i(t) \in \mathbb{R}^n$ is the vector of first order time derivatives of the states at time $t$, $U \subset \mathbb{R}^m$ is the control vector at time $t$, $U$ is the control constraint set, and $T$ is the terminal time. The components of $f$, $x$, $\dot{x}$, and $u$ will be denoted by $f_i$, $x_i$, $\dot{x}_i$, and $u_i$ respectively. Thus, the system (3.1) represents the $n$ first order differential equations

$$\frac{d\dot{x}_i(t)}{dt} = f_i(x(t), u(t)), \quad i = 1, \ldots, n.$$

We view $j_i(t)$, $x(t)$, and $u(t)$ as column vectors. We assume that the system function $f$ is continuously differentiable with respect to $x$ and is continuous with respect to $u$. The admissible control functions, also called control trajectories, are the piecewise continuous functions $u(t) \in [0, T]$ for all $t \in [0, T]$.

We should stress at the outset that the subject of this chapter is highly sophisticated, and it is beyond our scope to develop it according to high standards of mathematical rigor. In particular, we assume that, for any admissible control trajectory $u(t) \in [0, T]$, the system of differential equations (3.1) has a unique solution, which is denoted $x(u(t) \in [0, T])$ and is called the corresponding state trajectory. In a more rigorous treatment, the issue of existence and uniqueness of this solution would have to be addressed more carefully.

We want to find an admissible control trajectory $u(t) \in [0, T]$, which, together with its corresponding state trajectory $x(t) \in [0, T]$, minimizes a cost function of the form

$$h(x(T)) + \int_0^T g(x(t), u(t)) dt,$$

where the functions $g$ and $h$ are continuously differentiable with respect to $x$, and $h$ is continuous with respect to $u$.

### Example 3.1.1 (Motion Control)

A unit mass moves on a line under the influence of a force $u$. Let $x_1(t)$ and $x_2(t)$ be the position and velocity of the mass at time $t$, respectively. From a given $(x_1(0), x_2(0))$ we want to bring the mass "near" a given final position-velocity pair $(\bar{x}_1, \bar{x}_2)$ at time $T$. In particular, we want to minimize $|x_1(T) - \bar{x}_1|^2 + |x_2(T) - \bar{x}_2|^2$

subject to the control constraint

$$|u(t)| \leq 1, \quad \text{for all } t \in [0, T].$$

The corresponding continuous-time system is

$$\dot{x}_1(t) = x_2(t), \quad \dot{x}_2(t) = u(t),$$

and the problem fits the general framework given earlier with cost functions given by

$$h(x(T)) = |x_1(T) - \bar{x}_1|^2 + |x_2(T) - \bar{x}_2|^2,$$

$$g(x(t), u(t)) = 0, \quad \text{for all } t \in [0, T].$$

There are many variations of the problem; for example, the final position and/or velocity may be fixed. These variations can be handled by various reformulations of the general continuous-time optimal control problem, which will be given later.

### Example 3.1.2 (Resource Allocation)

A producer with production rate $x(t)$ at time $t$ may allocate a portion $u(t)$ of his/her production rate to reinvestment and $1 - u(t)$ to production of a storable good. Thus $x(t)$ evolves according to

$$\dot{x}(t) = \gamma u(t)x(t),$$

where $\gamma > 0$ is a given constant. The producer wants to maximize the total amount of product stored

$$\int_0^T (1 - n(t)) x(t) dt,$$

subject to

$$0 \leq u(t) \leq 1, \quad \text{for all } t \in [0, T].$$

The initial production rate $x(0)$ is a given positive number.
Example 3.1.3 (Calculus of Variations Problems)

Calculus of variations problems involve finding (possibly multidimensional) curves \( x(t) \) with certain optimality properties. They are among the most celebrated problems of applied mathematics and have been worked on by many of the illustrious mathematicians of the past 300 years (Euler, Lagrange, Bernoulli, Gauss, etc.). We will see that calculus of variations problems can be reformulated as optimal control problems. We illustrate this reformulation by a simple example.

Suppose that we want to find a minimum length curve that starts at a given point and ends at a given line. The answer is of course evident, but we want to derive it by using a continuous-time optimal control formulation. Without loss of generality, we let \((0, a)\) be the given point, and we let the given line be the vertical line that passes through \((T, 0)\), as shown in Fig. 3.1.1. Let also \((t, x(t))\) be the points of the curve \((0 \leq t \leq T)\). The portion of the curve joining the points \((t, x(ts))\) and \((t + dt, x(t + dt))\) can be approximated, for small \(dt\), by the hypotenuse of a right triangle with sides \(dt\) and \(x(t)dt\). Thus the length of this portion is

\[
\sqrt{(dt)^2 + (x'(t))^2 (dt)^2},
\]

which is equal to

\[
\sqrt{1 + (x(t))^2} dt.
\]

The length of the entire curve is the integral over \([0, T]\) of this expression, so the problem is to

minimize \( \int_0^T \sqrt{1 + (x'(t))^2} dt \)

subject to \( x(0) = a \).

To reformulate the problem as a continuous-time optimal control problem, we introduce a control \( u \) and the system equation

\[
\dot{x}(t) = u(t), \quad x(0) = a.
\]

Our problem then becomes

minimize \( \int_0^T \sqrt{1 + (x'(t))^2} dt \)

This is a problem that fits our continuous-time optimal control framework.

3.2 THE HAMILTON-JACOBI-BELLMAN EQUATION

We will now derive informally a partial differential equation, which is satisfied by the optimal cost-to-go function, under certain assumptions. This equation is the continuous-time analog of the DP algorithm, and will be motivated by applying DP to a discrete-time approximation of the continuous-time optimal control problem.

Let us divide the time horizon \([0, T]\) into \( N \) pieces using the discretization interval \( \delta = T/N \).

We denote

\[
x_k = x(k\delta), \quad k = 0, 1, \ldots, N,
\]

\[
u_k = u(k\delta), \quad k = 0, 1, \ldots, N,
\]

and we approximate the continuous-time system by

\[
x_{k+1} = x_k + f(x_k, u_k) \cdot \delta
\]

and the cost function by

\[
h(x_N) + \sum_{k=1}^{N-1} g(x_k, u_k) \cdot \delta.
\]

We now apply DP to the discrete-time approximation. Let

\[
J^*(t, x) : \text{Optimal cost-to-go at time } t \text{ and state } x \text{ for the continuous-time problem},
\]

\[
\tilde{J}^*(t, x) : \text{Optimal cost-to-go at time } t \text{ and state } x \text{ for the discrete-time approximation}.
\]
The DP equations are

\[
J^*(N_0, x) = h(x),
\]

\[
J^*(k\delta, x) = \min_{u \in \mathcal{U}} \left[ g(x, u) \cdot \delta + J^*((k+1)\delta, x + f(x, u) \cdot \delta) \right], \quad k = 0, \ldots, N-1.
\]

Assuming that \( \tilde{J}^* \) has the required differentiability properties, we expand it into a first order Taylor series around \((k\delta, x)\), obtaining

\[
\tilde{J}^*((k+1)\delta, x + f(x, u) \cdot \delta) = \tilde{J}^*(k\delta, x) + \nabla_t \tilde{J}^*(k\delta, x) \cdot \delta
+ \nabla_u \tilde{J}^*(k\delta, x) f(x, u) \cdot \delta + o(\delta),
\]

where \(o(\delta)\) represents second order terms satisfying \( \lim_{\delta \to 0} o(\delta)/\delta = 0 \). \( \nabla_t \) denotes partial derivative with respect to \( t \), and \( \nabla_u \) denotes the \( n \)-dimensional (column) vector of partial derivatives with respect to \( x \). Substituting in the DP equation, we obtain

\[
J^*(t, x) = \min_{u \in \mathcal{U}} \left[ g(x, u) + \nabla_t J^*(t, x) \cdot \delta + \nabla_u J^*(t, x) f(x, u) \cdot \delta + o(\delta) \right].
\]

Canceling \( \tilde{J}^*(k\delta, x) \) from both sides, dividing by \( \delta \), and taking the limit as \( \delta \to 0 \), while assuming that the discrete-time cost-to-go function yields in the limit its continuous-time counterpart,

\[
\lim_{k \to +\infty, \delta \to 0, k\delta = t} J^*(k\delta, x) = J^*(t, x), \quad \text{for all } t, x,
\]

we obtain the following equation for the cost-to-function \( J^*(t, x) \):

\[
0 = \min_{u \in \mathcal{U}} \left[ g(x, u) + \nabla_t J^*(t, x) + \nabla_u J^*(t, x) f(x, u) \right], \quad \text{for all } t, x,
\]

with the boundary condition \( J^*(T, x) = h(x) \).

This is the Hamilton-Jacobi-Bellman (HJB) equation. It is a partial differential equation, which should be satisfied for all time-state pairs \((t, x)\) by the cost-to-function \( J^*(t, x) \), based on the preceding informal derivation, which assumed among other things, differentiability of \( J^*(t, x) \). In fact we do not know a priori that \( J^*(t, x) \) is differentiable, so we do not know if \( J^*(t, x) \) solves this equation. However, it turns out that if we can solve the HJB equation analytically or computationally, then we can obtain an optimal control policy by minimizing its right-hand-side. This is shown in the following proposition, whose statement is reminiscent of a corresponding statement for discrete-time DP: if we can execute the DP algorithm, which may not be possible due to excessive computational requirements, we can find an optimal policy by minimization of the right-hand side.

**Proposition 3.2.1:** (Sufficiency Theorem) Suppose \( \psi(t, x) \) is a solution to the HJB equation; that is, \( \psi \) is continuously differentiable in \( t \) and \( x \), and is such that

\[
0 = \min_{u \in \mathcal{U}} \left[ g(x, u) + \nabla_t \psi(t, x) + \nabla_u \psi(t, x) f(x, u) \right], \quad \text{for all } t, x,
\]

\[
\psi(T, x) = h(x), \quad \text{for all } x.
\]

Suppose also that \( \psi^*(t, x) \) attains the minimum in Eq. (3.2) for all \( t \) and \( x \). Let \( \{x^*(t)\}_{t \in [0, T]} \) be the state trajectory obtained from the given initial condition \( x(0) \) when the control trajectory \( u^*(t) = \rho^*(t, x^*(t)) \), \( t \in [0, T] \) is used [that is, \( x^*(t) = x(t) \) and for all \( t \in [0, T] \)]\]. Let \( \{p^*(t, x^*(t))\}_{t \in [0, T]} \) be the corresponding state trajectory. From Eq. (3.2) we have for all \( t \in [0, T] \)

\[
0 \leq g(x^*(t), u^*(t)) + \nabla_t \psi(t, x^*(t)) + \nabla_u \psi(t, x^*(t)) f(x^*(t), u^*(t)).
\]

Using the system equation \( \dot{x}(t) = f(x(t), u(t)) \), the right-hand side of the above inequality is equal to the expression

\[
g(x^*(t), u^*(t)) + \frac{df}{dt}(x^*(t), u^*(t)),
\]

where \( df/dt \) denotes total derivative with respect to \( t \). Integrating this expression over \( t \in [0, T] \), and using the preceding inequality, we obtain

\[
0 \leq \int_0^T g(x^*(t), u^*(t)) dt + V(1', \psi(T)) V(0, x(0)).
\]

Thus by using the terminal condition \( \psi(T, x) = h(x) \) of Eq. (3.3) and the initial condition \( x^*(0) = x(0) \), we have

\[
V(0, x(0)) \leq h(x^*(T)) + \int_0^T g(x^*(t), u^*(t)) dt.
\]
If we use $u^*(t)$ and $x^*(t)$ in place of $\tilde{u}(t)$ and $\tilde{x}(t)$, respectively, the preceding inequalities becomes equalities, and we obtain

$$V(0, x(0)) = h(x'(T)) + \int_0^T g(x'(\tau), u^*(\tau)) \, d\tau.$$ 

Therefore the cost corresponding to $\{u^*(t) \mid t \in [0, T]\}$ is $V(O, x(O))$ and is no larger than the cost corresponding to any other admissible control trajectory $\{u(t) \mid t \in [0, T]\}$. It follows that $\{u^*(t) \mid t \in [0, T]\}$ is optimal and that

$$V(O, x(O)) = J^*(O, x(O)).$$

We now note that the preceding argument can be repeated with any initial time $t \in [0, T]$ and any initial state $x$. We thus obtain

$$V(t, x) = J^*(t, x), \quad \text{for all } t, x.$$ 

Q.E.D.

Example 3.2.1

To illustrate the HJB equation, let us consider a simple example involving the scalar system

$$x(t) = u(t),$$

with the constraint $|u(t)| \leq 1$ for all $t \in [0, T]$. The cost is

$$\frac{1}{2}(x(T))^2.$$ 

The HJB equation here is

$$V_t(t, x) + \nabla_x V(t, x)u(t) = 0,$$

with the terminal condition

$$V(T, x) = \frac{1}{2}x^2.$$ 

There is an evident candidate for optimality, namely moving the state towards 0 as quickly as possible, and keeping it at 0 once it is at 0. The corresponding control policy is

$$u^*(t) = -\text{sgn}(x) \quad \text{for } x \neq 0,$$

$$u^*(t) = 0 \quad \text{for } x = 0.$$ 

For a given initial time $t$ and initial state $x$, the cost associated with this policy can be calculated to be

$$J^*(t, x) = \left( \max \left\{ 0, 1|x| - (T-t) \right\} \right)^2.$$ 

This function, which is illustrated in Fig. 3.2.1, satisfies the终端 condition (3.5), since $J^*(T, x) = (1/2)x^2$. Let us verify that this function also satisfies the HJB Eq. (3.4), and that $u = -\text{sgn}(x)$ attains the minimum in the right-hand side of the equation for all $t$ and $x$. Proposition 3.2.1 then guarantees that the state and control trajectories corresponding to the policy $u^*(t, x)$ are optimal.

Indeed, we have

$$\nabla_x J^*(t, x) = \max \{ O, 1|x| - (T-t) \},$$

$$\nabla_u J^*(t, x) = \text{sgn}(x) \max \{ 0, |x| - (T-t) \}.$$ 

Substituting these expressions, the HJB Eq. (3.4) becomes

$$0 = \min_{|u| \leq 1} \left[ \nabla_t V(t, x) + \nabla_x V(t, x)u(t) \right],$$

which can be seen to hold as an identity for all $(t, x)$. Furthermore, the minimum is attained for $u = \text{sgn}(x)$. We therefore conclude based on Prop. 3.2.1 that $J^*(t, x)$ as given by Eq. (3.7) is indeed the optimal cost-to-go function, and that the policy defined by Eq. (3.6) is optimal. Note, however, that the optimal policy is not unique. Based on Prop. 3.2.1, any policy for which the minimum is attained in Eq. (3.8) is optimal. In particular, when $|x| \leq (T-t)$, applying any control from the range $[-1, 1]$ is optimal.

The preceding derivation generalizes to the case of the cost

$$h(x(T-\tau)),$$

where $h$ is a nonnegative differentiable convex function with $h(O) = 0$. The corresponding optimal cost-to-go function is

$$J^*(t, x) = \left\{ \begin{array}{ll} fh(x - (T-t)) & \text{if } x > T - t, \\ h(x + (T-t)) & \text{if } x < -(T-t), \\ 0 & \text{if } |x| \leq (T-t), \end{array} \right.$$ 

and can be similarly verified to be a solution of the HJB equation.
Example 3.2.2 (Linear-Quadratic Problems)

Consider the n-dimensional linear system
\[ x(t) = Ax(t) + Bu(t), \]
where \( A \) and \( B \) are given matrices, and the quadratic cost
\[ J(t) = x^T(t)Qx(t) + 2x^T(t)Ru(t) + u^T(t)Ru(t), \]
where the matrices \( QT \) and \( Q \) are symmetric positive definite, and the raffin \( R \) is symmetric positive definite (Appendix A defines positive definite and semidefinite matrices). The HJB equation is
\[ 0 = \min_{u \in \mathbb{R}^m} \left[ x^TQx + u^TRu + \nabla_t V(t,x) + \nabla_x V(t,x) \right] \]
\[ J(t) = x^T(t)Qx(t) + 2x^T(t)K(t)x + x^T(t)K(t)B^T(t)u(t), \quad \text{for all } t, x. \]

The minimum is attained at a \( u \) for which the gradient with respect to \( u \) is zero, that is,
\[ 2B^T(t)K(t)x + 2R = 0 \]
or
\[ u = -R^{-1}B^T(t)K(t)x. \]

Substituting the minimizing value of \( u \) in Eq. (3.10), we obtain
\[ 0 = x^T(t)Qx + u^T(t)Ru + \nabla_t V(t,x) + \nabla_x V(t,x), \]
\[ J(t) = x^T(t)Qx + 2x^T(t)K(t)x + x^T(t)K(t)Bu, \quad \text{for all } t, x. \]

The minimum is attained at a \( u \) for which the gradient with respect to \( u \) is zero, that is,
\[ 2B^T(t)K(t)x + 2R = 0 \]
or
\[ u = -R^{-1}B^T(t)K(t)x. \]

Substituting the minimizing value of \( u \) in Eq. (3.10), we obtain
\[ 0 = x^T(t)Qx + u^T(t)Ru + \nabla_t V(t,x) + \nabla_x V(t,x), \]
\[ J(t) = x^T(t)Qx + 2x^T(t)K(t)x + x^T(t)K(t)Bu, \quad \text{for all } t, x. \]

3.3 THE PONTRYAGIN MINIMUM PRINCIPLE

In this section we discuss the continuous-time and discrete-time versions of the Minimum Principle, starting with a DP-based informal argument.

3.3.1 An Informal Derivation Using the HJB Equation

Recall the HJB equation
\[ 0 = \min_{u \in U} \left[ g(x,u) + \nabla_t J^*(t,x) + \nabla_x J^*(t,x) f(x,u) \right], \quad \text{for all } t, x, \]
\[ J^*(T,x) = h(x), \quad \text{for all } x. \]

We argued that the optimal cost-to-go function \( J^*(t,x) \) satisfies this equation under some conditions. Furthermore, the sufficiency theorem of the preceding section suggests that if for a given initial state \( x(0) \), the control trajectory \( \{u^*(t) \} \in \mathbb{R}^m \) is optimal with corresponding state trajectory \( \{x^*(t) \} \in \mathbb{R}^n \), then for all \( t \in [0,T] \),
\[ u^*(t) = \arg \min_{u \in U} \left[ g(x^*(t),u) + \nabla_x J^*(t,x^*(t)) f(x^*(t),u) \right]. \]

Note that to obtain the optimal control trajectory via this equation, we do not need to know \( \nabla x J^* \) at all values of \( x \) and \( t \); it is sufficient to know \( \nabla x J^* \) at only one value of \( x \) for each \( t \), that is, to know only \( \nabla x J^*(t,x^*(t)) \).

The Minimum Principle is basically the preceding Eq. (3.16). Its application is facilitated by streamlining the computation of \( \nabla_x J^*(t,x^*(t)) \). It turns out that we can often calculate \( \nabla_x J^*(t,x^*(t)) \) along the optimal state trajectory far more easily than we can solve the HJB equation. In particular, \( \nabla_x J^*(t,x^*(t)) \) satisfies a certain differential equation, called the adjoint equation. We will derive this equation informally by differentiating the HJB equation (3.14). We first need the following lemma, which indicates how to differentiate functions involving minima.

Lemma 3.3.1: Let \( F(t,x,u) \) be a continuously differentiable function of \( t \in \mathbb{R}, x \in \mathbb{R}^n, \) and \( u \in \mathbb{R}^m, \) and let \( U \) be a convex subset of \( \mathbb{R}^m \). Assume that \( J^*(t,x) \) is a continuously differentiable function such that
\[ J^*(t,x) = \arg \min_{u \in U} F(t,x,u), \quad \text{for all } t, x. \]

Then
\[ \nabla_t \left\{ \min_{u \in U} F(t, x, u) \right\} = \nabla_t F(t, x, \mu^*(t, x)), \quad \text{for all } t, x, \]

\[ \nabla x \left\{ \min_{u \in U} F(t, x, u) \right\} = \nabla x F(t, x, \mu^*(t, x)), \quad \text{for all } t, x. \]

[Note: On the left-hand side, \( \nabla_t \{ \cdot \} \) and \( \nabla_x \{ \cdot \} \) denote the gradients of the function \( G(t, x) = \min_{u \in U} F(t, x, u) \) with respect to \( t \) and \( x \), respectively. On the right-hand side, \( \nabla_x \) and \( \nabla_x \) denote the vectors of partial derivatives of \( F \) with respect to \( t \) and \( x \), respectively, evaluated at \( (t, x, \mu^*(t, x)) \).]

Proof: For notational simplicity, denote \( y = (t, x), F(y, u) = F(t, x, u), \) and \( \mu^*(y) = \mu^*(t, x) \). Since \( \min_{u \in U} F(y, u) = F(y, \mu^*(y)) \),

\[ \nabla \left\{ \min_{u \in U} F(y, u) \right\} = \nabla_y F(y, \mu^*(y)) + \nabla \mu^*(y) \nabla_u F(y, \mu^*(y)). \]

We will prove the result by showing that the second term in the right-hand side above is zero. This is true when \( U = \mathbb{R}^m \), because then \( \mu^*(y) \) is an unconstrained minimum of \( F(y, u) \) and \( \nabla_u F(y, \mu^*(y)) = 0 \). More generally, for every fixed \( y \), we have

\[ (u - \mu^*(y)) \nabla_u F(y, \mu^*(y)) \geq 0, \quad \text{for all } u \in U, \]

[see Eq. (B.2) in Appendix B]. Now by Taylor's Theorem, we have that when \( y \) changes to \( y + \Delta y \), the minimizing \( \mu^*(y) \) changes from \( \mu^*(y) \) to some vector \( \mu^*(y + \Delta y) = \mu^*(y) + \nabla \mu^*(y) \Delta y + o(\|\Delta y\|) \) of \( U \), so

\[ (\nabla \mu^*(y) \Delta y + o(\|\Delta y\|)) \nabla_u F(y, \mu^*(y)) \geq 0, \quad \text{for all } \Delta y, \]

implying that

\[ \nabla \mu^*(y) \nabla_u F(y, \mu^*(y)) = 0. \]

Q.E.D.

Consider the HJB equation (3.14), and for any \((t, x)\), suppose that \( \mu^*(t, x) \) is a control attaining the minimum in the right-hand side. We make the restrictive assumptions that \( U \) is a convex set, and that \( \mu^*(t, x) \) is continuously differentiable in \((t, x)\), so that we can use Lemma 3.3.1. (We note, however, that alternative derivations of the Minimum Principle do not require these assumptions; see Section 3.3.2.)

Sec. 3.3 The Pontryagin Minimum Principle

We differentiate both sides of the HJB equation with respect to \( x \) and with respect to \( t \). In particular, we set to zero the gradient with respect to \( x \) and \( t \) of the function

\[ g(x, \mu^*(t, x)) + \nabla_t J^*(t, x) + \nabla_x J^*(t, x) f(x, \mu^*(t, x)), \]

and we rely on Lemma 3.3.1 to disregard the terms involving the derivatives of \( \mu^*(t, x) \) with respect to \( t \) and \( x \). We obtain for all \((t, x)\),

\[ O = V_x g(x, \mu^*(t, x)) + \nabla^2_{x x} J^*(t, x) f(x, \mu^*(t, x)) + \nabla_x f(x, \mu^*(t, x)) \nabla_x J^*(t, x), \]  \hfill (3.17)

\[ O = \nabla^2_{x t} J^*(t, x) + \nabla^2_{x x} J^*(t, x) f(x, \mu^*(t, x)), \]  \hfill (3.18)

where \( \nabla_x f(x, \mu^*(t, x)) \) is the matrix

\[ \nabla_x f = \begin{pmatrix} \frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_n}{\partial x_1} \\ \vdots & \ddots & \vdots \\ \frac{\partial f_1}{\partial x_n} & \cdots & \frac{\partial f_n}{\partial x_n} \end{pmatrix}. \]

with the partial derivatives evaluated at the argument \((x, \mu^*(t, x))\).

The above equations hold for all \((t, x)\). Let us specialize them along an optimal state and control trajectory {\((x^*(t), u^*(t)) : t \in [0, T]\)}, where \( u^*(t) = \mu^*(t, x^*(t)) \) for all \( t \in (0, T) \) and \( x^*(t) = J(x^*(t), u^*(t)) \), so that the term

\[ \nabla^2_{x x} J^*(t, x^*(t)) + \nabla^2_{x x} J^*(t, x^*(t)) f(x^*(t), u^*(t)) \]

in Eq. (3.17) is equal to the following total derivative with respect to \( t \)

\[ \frac{d}{dt} (\nabla_x J^*(t, x^*(t))). \]

Similarly, the term

\[ \nabla^2_{x t} J^*(t, x^*(t)) + \nabla^2_{x x} J^*(t, x^*(t)) f(x^*(t), u^*(t)) \]

in Eq. (3.18) is equal to the total derivative

\[ \frac{d}{dt} (\nabla_x J^*(t, x^*(t))). \]

Thus, by denoting

\[ p(t) = \nabla J^*(t, x^*(t)), \]  \hfill (3.19)
We state the Minimum Principle in terms of the Hamiltonian function.

\[ H(x, u, p) = g(x, u) + p^T f(x, u). \]

Note that both the system and the adjoint equations can be compactly written in terms of the Hamiltonian as

\[ \dot{x}^*(t) = \nabla_x H(x^*(t), u^*(t), p(t)), \quad \dot{p}(t) = -V_x f(x^*(t), u^*(t), p(t)). \]
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Proposition 3.3.1: (Minimum Principle) Let \( \{u^*(t) \mid t \in [0, T]\} \) be an optimal control trajectory and let \( \{x^*(t) \mid t \in [0, T]\} \) be the corresponding state trajectory, i.e.,

\[ \dot{x}^*(t) = f(x^*(t), u^*(t)), \quad x^*(0) = x(0) : \text{given}. \]

Let also \( p(t) \) be the solution of the adjoint equation

\[ \dot{p}(t) = -\nabla_x H(x^*(t), u^*(t), p(t)), \]

with the boundary condition

\[ p(T) = V_h(x^*(T)). \]

Furthermore, there is a constant 0 such that

\[ H(x^*(t), u^*(t), p(t)) = 0, \quad \text{for all } t \in [0, T]. \]

All the assertions of the Minimum Principle have been (informally) derived earlier except for the last assertion. To see why the Hamiltonian function is constant for \( t \in [0, T] \) along the optimal state and control trajectories, note that by Eqs. (3.14), (3.19), and (3.20), we have

\[ H(x^*(t), u^*(t), p(t)) = -V_t J^*(t, x^*(t)) = p_0(t), \]

and thus, by differentiation with respect to \( x \), the relation

\[ \nabla_x H(x^*(t), u^*(t), p(t)) = 0, \]

where \( h(\cdot) \) is the terminal cost function. Then, for all \( t \in [0, T] \),

\[ u^*(t) = \arg\min_{u \in U} H(x^*(t), u, p(t)). \]

Furthermore, there is a constant 0 such that

\[ J^*(T, x) = h(x), \quad \text{for all } x. \]
Let us apply the preceding necessary conditions. The Hamiltonian is
\[ J = \int_0^T \left( \frac{1}{2} u(t)^2 + p(t) \right) \, dt \]
for all \( t \in [0, T] \).

for all \( t \in (0, T) \).

\[ x(t) = \alpha(t), \quad p(t) = \gamma u(t)x(t) \]

The number of boundary conditions (which is \( 2n \)) is equal to the number of differential equations, so that we generally expect to be able to solve these differential equations numerically (although in practice this may not be simple).

Using the Minimum Principle to obtain an analytical solution is possible in many interesting problems, but typically requires considerable creativity. We give some simple examples.

**Example 3.3.1 (Calculus of Variations Continued)**

Consider the problem of finding the curve of minimum length from a point \((0, \alpha)\) to the line \( \{(T, y) : y \in \mathbb{R} \} \). In Section 3.1, we formulated this problem as the problem of finding an optimal control trajectory \( \{u(t) \mid t \in [0, T] \} \) that minimizes

\[ \int_0^T \sqrt{1 + u(t)^2} \, dt \]

subject to

\[ \dot{x}(t) = u(t), \quad x(0) = \alpha. \]

Let us apply the preceding necessary conditions. The Hamiltonian is

\[ H(x, u, p) = \sqrt{1 + u^2} + pu, \]

and the adjoint equation is

\[ \dot{p}(t) = 0, \quad p(T) = 0. \]

It follows that

\[ p = 0, \quad \text{for all } t \in [0, T], \]

so minimization of the Hamiltonian gives

\[ u^*(t) = \arg\min_{u \in U} \sqrt{1 + u^2} = 0, \quad \text{for all } t \in [0, T]. \]

Therefore we have \( x^*(t) = \alpha \) for all \( t \), which implies that \( x^*(t) \) is constant.

Using the initial condition \( x^*(0) = \alpha \), it follows that

\[ x^*(t) = \alpha, \quad \text{for all } t \in [0, T]. \]

We thus obtain the (a priori obvious) optimal solution, which is the horizontal line passing through \((0, \alpha)\). Note that since the Minimum Principle is only a necessary condition for optimality, it does not guarantee that the horizontal line solution is optimal. For such a guarantee, we should invoke the linearity of the system function, and the convexity of the cost function. As mentioned (but not proved) earlier, under these conditions, the Minimum Principle is both necessary and sufficient for optimality.

**Example 3.3.2 (Resource Allocation Continued)**

Consider the optimal production problem (Example 3.1.2). We want to maximize

\[ \int_0^T (1 - u(t)) x(t) \, dt \]

subject to

\[ 0 \leq u(t) \leq 1, \quad \text{for all } t \in [0, T], \]

\[ \dot{x}(t) = \gamma u(t) x(t), \quad x(0) > 0 : \text{given.} \]

The Hamiltonian is

\[ H(x, u, p) = (1 - u)x + p \gamma x u. \]

The adjoint equation is

\[ \dot{p}(t) = -\gamma x^* u^*(t)p(t) - 1 + u^*(t), \quad p(T) = 0. \]

Maximization of the Hamiltonian over \( u \in [0, 1] \) yields

\[ u^*(t) = \begin{cases} 0 & \text{if } p(t) < \frac{1}{\gamma}, \\ 1 & \text{if } p(t) \geq \frac{1}{\gamma}. \end{cases} \]

Since \( p(T) = 0 \), for \( t \) close to \( T \) we will have \( p(t) < 1/\gamma \) and \( u^*(t) = 0 \). Therefore, for \( t \) near \( T \) the adjoint equation has the form \( \dot{p}(t) = -1 \) and \( p(t) \) has the form shown in Fig. 3.3.1.
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where \( p(0) \) is an unknown parameter. The last two equations yield

This differential equation, together with the given initial condition \( x(0) \) and the terminal condition

Thus, near \( t = T \), \( p(t) \) decreases with slope -1. For \( t = T - 1/y \), \( p(t) \) is equal to \( 1/y \), so \( u^*(t) \) changes to \( u^*(t) = 1 \). It follows that for \( t < T - 1/y \), the adjoint equation is

or

Piecing together \( p(t) \) for \( t \) greater and less than \( T - 1/y \), we obtain the form shown in Fig. 3.3.2 for \( p(t) \) and \( u^*(t) \). Note that if \( T < 1/y \), the optimal control is \( u^*(t) \equiv 0 \) for all \( t \in [0, T] \); that is, for a short enough horizon, it does not pay to reinvest at any time.

Example 3.3.3 (A Linear-Quadratic Problem)

Consider the one-dimensional linear system

where \( a \) and \( b \) are given scalars. We want to find an optimal control over a given interval \([0, T]\) that minimizes the quadratic cost

where \( q \) is a given positive scalar. There are no constraints on the control, so we have a special case of the linear-quadratic problem of Example 3.2.2. We will solve this problem via the Minimum Principle.

The Hamiltonian here is

and the adjoint equation is

with the terminal condition

The optimal control is obtained by minimizing the Hamiltonian with respect to \( u \), yielding

We will extract the optimal solution from these conditions using two different approaches.

In the first approach, we solve the two-point boundary value problem discussed following Prop. 3.3.1. In particular, by eliminating the control from the system equation using Eq. (3.25), we obtain

Also, from the adjoint equation, we see that

where \( \xi = p(0) \) is an unknown parameter. The last two equations yield

This differential equation, together with the given initial condition \( x^*(0) \) and the terminal condition
which by substitution in the system equation, yields

$$h(x(T)) + g(x(t), u(t)) dt$$

By combining the last two relations, we have

$$K(t)x^*(t) = p(t), \quad \text{for all } t \in [0, T].$$

and we show that $K(t)$ can be obtained by solving the Riccati equation. Indeed, from Eq. (3.25) we have

$$u^*(t) = -bK(t)x^*(t),$$

which by substitution in the system equation, yields

$$\dot{x}^*(t) = \left( \begin{array}{c} a \\ -bK(t) \end{array} \right) x^*(t).$$

By differentiating the equation $K(t)x^*(t) = p(t)$ and by also using the adjoint equation, we obtain

$$K(t)\dot{x}^*(t) + \dot{K}(t) x^*(t) = \ddot{p}(t) = -ap(t) = -aK(t)x^*(t).$$

By combining the last two relations, we have

$$k(t)x^*(t) + K(t)(a - \dot{b}K(t))x^*(t) = -aK(t)x^*(t),$$

from which we see that $K(t)$ should satisfy

$$\dot{K}(t) = -2aK(t) + b^2 \left( K(t) \right)^2.$$

This is the Riccati equation of Example 3.2.2, specialized to the problem of the present example. This equation can be solved using the terminal condition

$$K(T) = q,$$

which is implied by the terminal condition $p(T) = qx^*(T)$ for the adjoint equation. Once $K(t)$ is known, the optimal control is obtained in the closed-loop form $u^*(t) = -bK(t)x^*(t)$. By reversing the preceding arguments, this control can then be shown to satisfy all the conditions of the Minimum Principle.

### Convexity Assumption
For every state $x$ the set

$$D = \{ f(x, u) \mid u \in U \}$$

is convex.

The convexity assumption is satisfied if $U$ is a convex set and $f$ is linear in $u$ in the case where there is an integral cost of the form (3.27), which is reformulated as a terminal cost by using the additional state variable $y$ of Eq. (3.28). Thus the convexity assumption is quite restrictive. However, the Minimum Principle typically holds without the convexity assumption, because even when the set $D = \{ f(x, u) \mid u \in U \}$ is nonconvex, any vector in the convex hull of $D$ can be generated by quick alternation between vectors from $D$ (for an example, see Exercise 3.10). This involves the complicated mathematical concept of randomized or relaxed controls and will not be discussed further.
The regularity assumption "typically" holds because from Eq. (3.30) we have
\[
\hat{x}_\varepsilon(t) - \hat{x}^*(t) = f(x(t), u(t)) - f(x^*(t), u^*(t)) + \varepsilon \left( f(x(t), u(t)) - f(x(t), u^*(t)) \right),
\]
so from a first order Taylor series expansion we obtain
\[
\delta x(t) = \nabla f(x^*(t), u^*(t)) \delta x(t) + o(\|\Delta x(t)\|) + \varepsilon \left( f(x(t), u(t)) - f(x(t), u^*(t)) \right),
\]
where
\[
\delta x(t) = x(t) - x^*(t).
\]
Dividing by $\varepsilon$ and taking the limit as $\varepsilon \to 0$, we see that the function
\[
\xi(t) = \lim_{\varepsilon \to 0} \delta x(t) / \varepsilon, \quad t \in [0, T],
\]
should "typically" solve the linear system of differential equations (3.32), while satisfying Eq. (3.31).

In fact, if the system is linear of the form
\[
\hat{x}(t) = Ax(t) + Bu(t),
\]
where $A$ and $B$ are given matrices, it can be shown that the regularity assumption is satisfied. To see this, note that Eqs. (3.30) and (3.32) take the forms
\[
\hat{x}_\varepsilon(t) = A\xi(t) + Bu(t) + \varepsilon B(u(t) - u^*(t)),
\]
and
\[
\hat{x}(t) = A\xi(t) + B(u(t) - u^*(t)),
\]
respectively. Thus, taking into account the initial conditions $x_\varepsilon(0) = x^*(0)$ and $\xi(0) = 0$, we see that
\[
x_\varepsilon(t) = x^*(t) + \varepsilon \xi(t), \quad t \in [0, T],
\]
so the regularity condition (3.31) is satisfied.

We now prove the Minimum Principle assuming the convexity and regularity assumptions above. Suppose that $\{u(t) \mid t \in [0, T]\}$ is an optimal control trajectory, and let $\{x^*(t) \mid t \in [0, T]\}$ be the corresponding state trajectory. Then for any other admissible control trajectory $\{u(t) \mid t \in [0, T]\}$ and any $\varepsilon \in [0, 1]$, the convexity assumption guarantees that for each $t$, there exists a control $u(t) \in U$ such that
\[
f(x_\varepsilon(t), u(t)) = (1 - \varepsilon) f(x_\varepsilon(t), u_\varepsilon(t)) + \varepsilon f(x_\varepsilon(t), u(t)).
\]
Thus, the state trajectory $\{x_\varepsilon(t) \mid t \in [0, T]\}$ of Eq. (3.30) corresponds to the admissible control trajectory $\{u(t) \mid t \in [0, T]\}$. Hence, using the optimality of $\{x^*(t) \mid t \in [0, T]\}$ and the regularity assumption, we have
\[
h(x^*(T)) \leq h(x_\varepsilon(T)) + \varepsilon \nabla h(x^*(T)) \delta x(T) + o(\varepsilon),
\]
which implies that
\[
\nabla h(x^*(T)) \delta x(T) \geq 0.
\]
Using a standard result in the theory of linear differential equations (see e.g. [CoL65]), the solution of the linear differential system (3.32) can be written in closed form as
\[
\xi(t) = \Phi(t, \tau) \xi(\tau) + \int_\tau^t \Phi(t, \tau) \left[ f(x^*(\tau), u_\varepsilon(\tau)) - f(x^*(\tau), u^*(\tau)) \right] d\tau,
\]
where the square matrix $\Phi$ satisfies for all $t$ and $\tau$,
\[
\frac{\partial \Phi(t, \tau)}{\partial \tau} = -\Phi(t, \tau) \nabla x(f(x^*(\tau), u^*(\tau)))',
\]
\[
\Phi(t, t) = I.
\]
Since $\xi(0) = 0$, we have from Eq. (3.34),
\[
\xi(T) = \int_0^T \Phi(T, t) \left[ f(x^*(t), u(t)) - f(x^*(t), u^*(t)) \right] dt.
\]
Define
\[ p(T) = \nabla h(x^*(T)), \quad p(0) = \Phi(T; t)p(T), \quad t \in (0, T]. \] (3.37)

By differentiating with respect to \( t \), we obtain
\[ p'(t) = \frac{\partial \Phi(T, t)}{\partial t} p(T). \]

Combining this equation with Eqs. (3.35) and (3.37), we see that \( p(t) \) is generated by the differential equation
\[ \dot{p}(t) = -\nabla_x f(x^*(t), u^*(t))p(t), \]
with the terminal condition
\[ p(T) = \nabla h(x^*(T)). \]

This is the adjoint equation corresponding to \((x^*(t), u^*(t)) \text{ for } t \in [0, T].\) Now, to obtain the Minimum Principle, we note that from Eqs. (3.33), (3.36), and (3.37) we have
\[ 0 \leq p(T)\xi(T) = p(T)^T \int_0^T \Phi(T, t)(f(x^*(t), u(t)) - f(x(t), u(t)))e^t dt \]
\[ = \int_0^T p(t)^T(f(x^*(t), u(t)) - f(x^*(t), u^*(t)))e^t dt. \] (3.38)

from which it can be shown that for all \( t \) at which \( u^*() \) is continuous, we have
\[ p(t)^T f(x^*(t), u^*(t)) \leq p(t)^T f(x^*(t), u), \quad \text{for all } u \in U. \] (3.39)

Indeed, if for some \( \tilde{u} \in U \) and \( t_0 \in [0, T), \) we have
\[ p(t_0)^T f(x^*(t_0), u^*(t_0)) > p(t_0)^T f(x^*(t_0), \tilde{u}), \]
while \( \{ u^*(t) \} \) is continuous at \( t_0 \), we would also have
\[ p(t)^T f(x^*(t), u^*(t)) > p(t)^T f(x^*(t), \tilde{u}), \]
for all \( t \) in some nontrivial interval containing \( t_0. \)

By taking
\[ u(t) = u^*(t) \quad \text{for } t \in 1, \quad u(t) = \tilde{u} \quad \text{for } t \notin 1, \]
we would then obtain a contradiction of Eq. (3.38).

We have thus proved the Minimum Principle (3.39) under the convexity and regularity assumptions, and the assumption that there is only a terminal cost \( h(x(T)) \). We have also seen that in the case where the constraint set \( U \) is convex and the system is linear, the convexity and regularity assumptions are satisfied. To prove the Minimum Principle for the more general integral cost function (3.27), we can apply the preceding development to the system of differential equations \( \dot{x} = f(x, u) \) augmented by the additional Eq. (3.28) and the equivalent terminal cost (3.29). The corresponding convexity and regularity assumptions are automatically satisfied if the constraint set \( U \) is convex and the system function \( f(x, u) \) as well as the cost function \( g(x, u) \) are linear. This is necessary in order to maintain the linearity of the augmented system, thereby maintaining the validity of the regularity assumption.

3.3.3 Minimum Principle for Discrete-Time Problems

In this subsection we briefly derive a version of the Minimum Principle for discrete-time deterministic optimal control problems. Interestingly, it is essential to make some convexity assumptions in order for the Minimum Principle to hold. For continuous-time problems these convexity assumptions are typically not needed, because, as mentioned earlier, the differential system can generate any \( \dot{x} \) in the convex hull of the set of possible vectors \( f(x(t), u(t)) \) by quick alternation between different controls (see for example Exercise 3.10).

Suppose that we want to find a control sequence \((u_0, u_1, \ldots, u_{N-1})\) and a corresponding state sequence \((x_0, x_1, \ldots, x_N)\), which minimize
\[ J(u) = g_N(x_N) + \sum_{k=0}^{N-1} g_k(x_k, u_k), \]
subject to the discrete-time system constraints
\[ x_{k+1} = f_k(x_k, u_k), \quad k = 0, \ldots, N - 1, \quad x_0: \text{given}, \]
and the control constraints
\[ u_k \in U_k \subset \mathbb{R}^m, \quad k = 0, \ldots, N - 1. \]

We first develop an expression for the gradient \( \nabla J(u_0, \ldots, u_{N-1}) \). We have, using the chain rule,
\[ \nabla J(u_0, \ldots, u_{N-1}) = \nabla u_{N-1}(g_N(f_{N-1}(t_{N-1}, u_{N-1}))) + g_N \]
\[ = \nabla u_{N-1}f_{N-1} \cdot g_N + \nabla u_{N-1}g_{N-1}, \]
where all gradients are evaluated along the control trajectory \((u_0, \ldots, u_{N-1})\) and the corresponding state trajectory. Similarly, for all \(k\),

\[
\nabla_{u_k} J(u_0, \ldots, u_{N-1}) = \nabla_{u_k} f_k \cdot \nabla x_{k+1} f_{k+1} \cdot \nabla x_{N-1} f_{N-1} \cdot \nabla g_N
\]

\[
+ \nabla_{u_k} f_k \cdot \nabla x_{k+1} g_{k+1} + \nabla_{u_k} g_k,
\]

which can be written in the form

\[
\nabla_{u_k} J(u_0, \ldots, u_{N-1}) = \nabla_{u_k} f_k \cdot p_{k+1} + \nabla_{u_k} g_k,
\]

for an appropriate vector \(p_{k+1}\), or

\[
\nabla_{u_k} J(u_0, \ldots, u_{N-1}) = \nabla_{u_k} H_k(x_k, u_k, p_{k+1}),
\]

where \(H_k\) is the Hamiltonian function defined by

\[
H_k(x_k, u_k, p_{k+1}) = g_k(x_k, u_k) + p_{k+1} f_k(x_k, u_k).
\]

It can be seen from Eq. (3.40) that the vectors \(p_{k+1}\) are generated backwards by the discrete-time adjoint equation

\[
p_k = \nabla x_k f_k \cdot p_{k+1} + \nabla x_k g_k, \quad k = 1, \ldots, N - 1,
\]

with terminal condition

\[
p_N = \nabla g_N(x_N).
\]

We will assume that the constraint sets \(U_k\) are convex, so that we can apply the optimality condition

\[
\nabla_{u_k} J(u_0^*, \ldots, u_{N-1}^*)'(u_k - u_k^*) \geq 0,
\]

for all \((u_0, \ldots, u_{N-1})\) (see Appendix B). This condition can be decomposed into the \(N\) conditions

\[
\nabla_{u_k} J(u_0^*, \ldots, u_{N-1}^*)'(u_k - u_k^*) \geq 0, \quad \text{for all } u_k \in U_k, \quad k = 0, \ldots, N - 1.
\]

We thus obtain:

\[
\text{Proposition 3.3.2: (Discrete-Time Minimum Principle)} \quad \text{Suppose that } (u_0^*, u_1^*, \ldots, u_N^*) \text{ is an optimal control trajectory and that } (x_0^*, x_1^*, \ldots, x_N^*) \text{ is the corresponding state trajectory. Assume also that the constraint sets } U_k \text{ are convex. Then for all } k = 0, \ldots, N - 1, \quad \text{we have}
\]

\[
\nabla_{u_k} H_k(x_k^*, u_k^*, p_{k+1})'(u_k - u_k^*) \geq 0, \quad \text{for all } u_k \in U_k,
\]

where the vectors \(p_1, \ldots, p_N\) are obtained from the adjoint equation

\[
p_k = \nabla x_k f_k \cdot p_{k+1} + \nabla x_k g_k, \quad k = 1, \ldots, N - 1,
\]

with the terminal condition

\[
p_N = \nabla g_N(x_N^*).
\]

The partial derivatives above are evaluated along the optimal state and control trajectories. If, in addition, the Hamiltonian \(H_k\) is a convex function of \(U_k\) for any fixed \(X_k\) and \(P_{k+1}\), we have

\[
u_k^* = \arg \min_{u_k \in U_k} H_k(x_k^*, u_k, p_{k+1}), \quad \text{for all } k = 0, \ldots, N - 1.
\]

Proof: Equation (3.43) is a restatement of the necessary condition (3.42) using the expression (3.41) for the gradient of \(J\). If \(H_k\) is convex with respect to \(u_k\). Eq. (3.42) is a sufficient condition for the minimum condition (3.44) to hold (see Appendix B). Q.E.D.

### 3.4 Extensions of the Minimum Principle

We now consider some variations of the continuous-time optimal control problem and derive corresponding variations of the Minimum Principle.

#### 3.4.1 Fixed Terminal State

Suppose that in addition to the initial state \(x(0)\), the final state \(x(T)\) is given. Then the preceding informal derivations still hold except that the terminal condition \(J^*(T, x) = h(x)\) is not true anymore. In effect, here we have

\[
J^*(T, x) = \begin{cases} 0 & \text{if } x = x(T), \\ \infty & \text{otherwise.} \end{cases}
\]
Thus $J^*(T, x)$ cannot be differentiated with respect to $x$, and the terminal boundary condition $p(T) = \nabla h(x^*(T))$ for the adjoint equation does not hold. However, as compensation, we have the extra condition

$$x(T): \text{given},$$

thus maintaining the balance between boundary conditions and unknowns.

If only some of the terminal states are fixed, that is,

$$x_i(T): \text{given, for all } i \in I,$$

where $I$ is some index set, we have the partial boundary condition

$$p_i(T) = \frac{\partial h(x^*(T))}{\partial x_j}, \quad \text{for all } j \notin I,$$

for the adjoint equation.

Example 3.4.1

Consider the problem of finding the curve of minimum length connecting two points $(0, ct)$ and $(T, \beta)$. This is a fixed endpoint variation of Example 3.3.1 in the preceding section. We have

$$\dot{x}(t) = u(t),$$

$$x(0) = 0, \quad x(T) = \beta,$$

and the cost is

$$\int_0^T \sqrt{1 + u(t)^2} \, dt.$$

The adjoint equation is

$$j(t) = 0,$$

implying that

$$p(t) = \text{constant, for all } t \in [0, T].$$

Minimization of the Hamiltonian,

$$\min_{u \in \mathbb{R}} \left[ \sqrt{1 + u^2} + p(t)u \right],$$

yields

$$u^*(t) = \text{constant, for all } t \in [0, T].$$

Thus the optimal trajectory $\{x^*(t) \mid t \in [0, T] \}$ is a straight line. Since this trajectory must pass through $(0, ct)$ and $(T, \beta)$, we obtain the (a priori obvious) optimal solution shown in Fig. 3.4.1.

Figure 3.4.1 Optimal solution of the problem of connecting the two points $(0, ct)$ and $(T, \beta)$ with a minimum length curve (cf. Example 3.4.1).

Example 3.4.2 (The Brachistochrone Problem)

In 1696 Johann Bernoulli challenged the mathematical world of his time with a problem that played an instrumental role in the development of the calculus of variations: Given two points $A$ and $B$, find a curve connecting $A$ and $B$ such that a body moving along the curve under the force of gravity reaches $B$ in minimum time (see Fig. 3.4.2). Let $A$ be $(0, 0)$ and $B$ be $(T, -b)$ with $b > 0$. Then it can be shown that the problem is to find $\{x(t) \mid t \in [0, T] \}$ with $x(0) = 0$ and $x(T) = b$, which minimizes

$$\int_0^T \sqrt{1 + (\dot{x}(t))^2} \, dt,$$

where $\gamma$ is the acceleration due to gravity. Here $\{t, -x(t)\} \not\in \{0, T\}$ is the desired curve, the term $1 + (\dot{x}(t))^2$ is the length of the curve from $x(t)$ to $x(t + dt)$, and the term $\sqrt{2\gamma x(t)}$ is the velocity of the body upon reaching the level $x(t)$ if $m$ and $v$ denote the mass and the velocity of the body, the kinetic energy is $mv^2/2$, which at level $x(t)$ must be equal to the change in potential energy, which is $mv\gamma x(t)$; this yields $u^* = \sqrt{2\gamma x(t)}$.

We introduce the system $\dot{x} = u$, and we obtain a fixed terminal state problem $x(0) = 0$ and $x(T) = b$. Letting

$$g(x, u) = \sqrt{1 + u^2},$$

the Hamiltonian is

$$H(x, u, p) = g(x, u) + pu.$$

We minimize the Hamiltonian by setting to zero its derivative with respect to $u$:

$$p(t) = \nabla_u g(x^*(t), u^*(t)).$$
3.4.2 Free Initial State

If the initial state \( x(O) \) is not fixed but is subject to optimization, we have

\[
J^*(O,x^*(O)) \leq J^*(O,x),
\]

for all \( x \in \mathbb{R}^n \),

yielding

\[
\nabla_x J^*(0,x^*(0)) = 0
\]

and the extra boundary condition for the adjoint equation

\[
p(O) = 0.
\]

Also if there is a cost \( \ell(x(0)) \) on the initial state, i.e., the cost is

\[
\ell(x(0)) + \int_0^T g(x(t),u(t))dt + h(x(T)),
\]

the boundary condition becomes

\[
p(O) = -\nabla \ell(x^*(0)).
\]

This follows by setting to zero the gradient with respect to \( x \) of \( \ell(x) + J(O,x) \), i.e.,

\[
\nabla_x \{ \ell(x) + J(O,x) \mid x=x^*(O) \} = 0.
\]

3.4.3 Free Terminal Time

Suppose the initial state and/or the terminal state are given, but the terminal time \( T \) is subject to optimization.

Let \( (x^*(t),u^*(t)) \mid t \in (0,T) \) be an optimal state-control trajectory pair and let \( T^* \) be the optimal terminal time. Then if the terminal time were fixed at \( T^* \), the pair \( \{(u^*(t),x^*(t)) \mid t \in [0,T^*] \} \) would satisfy the conditions of the Minimum Principle. In particular,

\[
\begin{align*}
\arg \min_{u^*} & \ J(x^*(t),u^*(t)),
\end{align*}
\]

for some constant \( C \). Thus an optimal trajectory satisfies the differential equation

\[
\dot{x}^*(t) = \frac{C}{x^*(t)},
\]

for all \( t \in [0,T] \).

Figure 3.4.2 Formulation and optimal solution of the brachistochrone problem.
The IJB equation can be written along the optimal trajectory as
\[ \nabla_t J^*(t,x^*(t)) = -H(x^*(t),u^*(t),p(t)), \quad \text{for all } t \in [0,T^*) \]
(cf. Eqs. (3.14) and (3.19)), so the preceding two equations yield
\[ H(x^*(0),u^*(0),p(0)) = 0. \]
Since the Hamiltonian was shown earlier to be constant along the optimal trajectory, we obtain for the case of a free terminal time
\[ H(x^*(t),u^*(t),p(t)) = 0, \quad \text{for all } t \in [0,T^*). \]

**Example 3.4.3 (Minimum-Time Problem)**

A unit mass object moves horizontally under the influence of a force \( u(t) \), so that
\[ \ddot{y}(t) = u(t), \]
where \( y(t) \) is the position of the object at time \( t \). Given the object’s initial position \( y(0) \) and initial velocity \( \dot{y}(0) \), it is required to bring the object to rest (zero velocity) at a given position, say zero, while using at most unit magnitude force,
\[ -1 \leq u(t) \leq 1, \quad \text{for all } t. \]
We want to accomplish this transfer in minimum time. Thus, we want to
\[ \text{minimize } T = \int_0^T |dt|. \]

Note that the integral cost, \( g(x(t),u(t)) \equiv 1 \), is unusual here; it does not depend on the state or the control. However, the theory does not preclude this possibility, and the problem is still meaningful because the terminal time \( T \) is free and subject to optimization.
Let the state variables be
\[ x_1(t) = y(t), \quad x_2(t) = \dot{y}(t), \]
so the system equation is
\[ \dot{x}_1(t) = x_2(t), \quad \dot{x}_2(t) = u(t). \]
The initial state \( (x_1(0),x_2(0)) \) is given and the terminal state is also given
\[ x_1(T) = 0, \quad x_2(T) = 0. \]
If \( \{u^*(t) \} \) is an optimal control trajectory, \( u^*(t) \) must minimize the Hamiltonian for each \( t \), i.e.,
\[ u^*(t) = \arg \min_{-1 \leq u \leq 1} \left[ 1 + p_1(t)x_2^2(t) + p_2(t)u \right]. \]

**Sec. 3.4 Extensions of the Minimum Principle**

Therefore
\[ u^*(t) = \begin{cases} 1 & \text{if } p_2(t) < 0, \\ -1 & \text{if } p_2(t) \geq 0. \end{cases} \]
The adjoint equation is
\[ \dot{p}_1(t) = 0, \quad \dot{p}_2(t) = -p_1(t), \]
so
\[ p_1(t) = c_1, \quad p_2(t) = c_2 - c_1 t, \]
where \( c_1 \) and \( c_2 \) are constants. It follows that \( \{p_2(t) \} \) is equal to zero at all \( t \) because this implies that \( p_1(t) \) is also equal to zero for all \( t \), so that the Hamiltonian is equal to 1 for all \( t \); the necessary conditions require that the Hamiltonian be 0 along the optimal trajectory. The corresponding control trajectories are shown in Fig. 3.4.3(b). The conclusion is that, for each \( t \), \( u^*(t) \) is either +1 or -1, and \( \{u^*(t) \} \) has one of the four forms shown in Fig. 3.4.3(a); that is, \( p_2(t) \) is equal to 0 for all \( t \) switches at most once in going from negative to positive or vice versa. [Note that it is not possible for \( p_2(t) \) to be equal to 0 for all \( t \) because this implies that \( p_1(t) \) is also equal to 0 for all \( t \), so that the Hamiltonian is equal to 1 for all \( t \); the necessary conditions require that the Hamiltonian be 0 along the optimal trajectory.] The corresponding control trajectories are shown in Fig. 3.4.3(b).
By eliminating the time $t$ in these two equations, we see that for all $t$
\[ x_1(t) - \frac{1}{\kappa} X_2(t)^2 = x_1(0) - \frac{1}{\kappa} (X_2(0))^2. \]
Thus for intervals where $u(t) \equiv 1$, the system moves along the curves where
\[ x(t) - \frac{1}{2} (X_2(t))^2 \]
is constant, shown in Fig. 3.4.4(a). For intervals where $u(t) \equiv -1$, the system moves along the curves where $x_1(t) + \frac{1}{2} (X_2(t))^2$ is constant, shown in Fig. 3.4.4(b).

Figure 3.4.4 State trajectories when the control is $u(t) \equiv 1$ [Fig. (a)] and when the control is $u(t) = -1$ [Fig. (b)].

To bring the system from the initial state $(X(0),X_2(0))$ to the origin with at most one switch in the value of control, we must apply control according to the following rules involving the switching curve shown in Fig. 3.4.5.

(a) If the initial state lies above the switching curve, use $u^*(t) \equiv -1$ until the state hits the switching curve; then use $u^*(t) \equiv 1$ until reaching the origin.

(b) If the initial state lies below the switching curve, use $u^*(t) \equiv 1$ until the state hits the switching curve; then use $u^*(t) \equiv -1$ until reaching the origin.

(c) If the initial state lies on the top (bottom) part of the switching curve, use $u^*(t) \equiv -1$ (i.e., $u^*(t) \equiv 1$, respectively) until reaching the origin.

3.4.4 Time-Varying System and Cost
If the system equation and the integral cost depend on the time $t$, i.e.,
\[ \dot{x}(t) = f(x(t), u(t), t), \]
we can convert the problem to one involving a time-independent system and cost by introducing an extra state variable $y(t)$ representing time:
\[ \dot{y}(t) = 1, \quad y(0) = 0, \]
\[ \dot{x}(t) = f(x(t), u(t), y(t)), \quad x(0) \text{ given}, \]
\[ \text{cost} = h(x(T)) + \int_0^T g(x(t), u(t), y(t)) dt. \]
After working out the corresponding optimality conditions, we see that they are the same as when the system and cost are time-independent. The only difference is that the Hamiltonian need not be constant along the optimal trajectory.

3.4.5 Singular Problems
In some cases, the minimum condition
\[ u^*(t) = \arg \min_{u \in U} H(x^*(t), u(t), y(t)) \]
is insufficient to determine $u^*(t)$ for all $t$, because the values of $x^*(t)$ and $p(t)$ are such that $H(x^*(t), u, p(t), t)$ is independent of $y(t)$ over a nontrivial interval of time. Such problems are called singular. Their optimal trajectories consist of portions, called regular arcs, which can be determined from the condition that the Hamiltonian is independent of $u$. Other portions, called singular arcs, which can be determined from the condition that the Hamiltonian is independent of $u$. 

Figure 3.4.5 Switching curve (shown with a thick line) and closed-loop optimal control for the minimum time example.
Example 3.4.4 (Road Construction)

Suppose that we want to construct a road over a one-dimensional terrain whose ground elevation (altitude measured from some reference point) is known and is given by \( z(t), \ t \in [0,T] \). The elevation of the road is denoted by \( x(t), \ t \in [0,1'] \), and the difference \( x(t) - z(t) \) must be made up by fill-in or excavation. It is desired to minimize

\[
\frac{1}{2} \int_0^T (x(t) - z(t))^2 dt,
\]

subject to the constraint that the gradient of the road \( \dot{x}(t) \) lies between \(-a\) and \( a \), where \( a \) is a specified maximum allowed slope. Thus we have the constraint

\[
|u(t)| \leq a, \quad t \in [0,1'].
\]

where

\[
\dot{x}(t) = u(t), \quad t \in [0,1'].
\]

The adjoint equation here is

\[
\dot{p}(t) = -x^*(t) + z(t),
\]

with the terminal condition

\[
p(T) = 0.
\]

Minimization of the Hamiltonian

\[
H(x^*(t),u,p(t),t) = \frac{1}{2} (x^*(t) - Z(t))^2 + p(t)u
\]

with respect to \( u \) yields

\[
u^*(t) = \arg \min_{u \in [-a, a]} p(t)u,
\]

for all \( t \), and shows that optimal trajectories are obtained by concatenation of three types of arcs:

- (a) Regular arcs where \( p(t) > 0 \) and \( u^*(t) = -a \) (maximum downhill slope arcs).
- (b) Regular arcs where \( p(t) < 0 \) and \( u^*(t) = a \) (maximum uphill slope arcs).
- (c) Singular arcs where \( p(t) = 0 \) and \( u^*(t) \) can take any value in \([-a, a]\) that maintains the condition \( p(t) = 0 \). From the adjoint equation we see that singular arcs are those along which \( p(t) = 0 \) and \( x^*(t) = z(t) \), i.e., the road follows the ground elevation (no fill-in or excavation). Along such arcs we must have

\[
\dot{z}(t) = u^*(t) \in [-a, a].
\]
NOTES, SOURCES, AND EXERCISES

The calculus of variations is a classical subject that originated with the works of the great mathematicians of the 17th and 18th centuries. Its rigorous development (by modern mathematical standards) took place in the 1930s and 1940s, with the work of a group of mathematicians that originated mostly from the University of Chicago; Bliss, McShane, and Hestenes are some of the most prominent members of this group. Curiously, this development preceded the development of nonlinear programming by many years.† The modern theory of deterministic optimal control has its roots primarily in the work of Pontryagin, Boltyanski, Gamkrelidze, and Mishchenko in the 1950s [PBG65]. A highly personal but controversial historical account of this work is given by Boltyanski in [BMS96]. The theoretical and applications literature on the subject is very extensive. We give three representative references: the book by Athans and Falb [AtF66] (a classical extensive text that includes engineering applications), the book by Hestenes [Hes66] (a rigorous mathematical treatment, containing important work that predates the work of Pontryagin et al.), and the book by Luenberger [Lue69] (which deals with optimal control within a broader infinite dimensional context). The author’s nonlinear programming book [13er99] gives a detailed treatment of optimality conditions and computational methods for discrete-time optimal control.
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3.2

A young investor has earned in the stock market a large amount of money $S$ and plans to spend it so as to maximize his enjoyment through the rest of his life without working. He estimates that he will live exactly $T$ more years and that his capital $x(t)$ should be reduced to zero at time $T$, i.e., $x(T) = 0$. Also he models the evolution of his capital by the differential equation

$$\frac{dx(t)}{dt} = \alpha x(t) - u(t).$$

where $x(0) = S$ is his initial capital, $\alpha > 0$ is a given interest rate, and $u(t) \geq 0$ is his rate of expenditure. The total enjoyment he will obtain is given by

$$\int_0^T e^{-\theta t} \sqrt{u(t)} \, dt.$$

Here $\theta$ is some positive scalar, which serves to discount future enjoyment. Find the optimal $\{u(t) \mid t \in [0, T]\}$.

3.3

Consider the system of reservoirs shown in Fig. 3.5.1. The system equations are

$$\dot{x}_1(t) = -x_1(t) + u(t),$$

$$\dot{x}_2(t) = x_1(t),$$

and the control constraint is $0 \leq u(t) \leq 1$ for all $t$. Initially $X_1(0) = X_2(0) = 0$. We want to maximize $X_2(t)$ subject to the constraint $x_1(1) = 0.5$. Solve the problem.

---

EXERCISES

3.1

Solve the problem of Example 3.2.1 for the case where the cost function is

$$J(x(T)) + \int_0^T (u(t))^2 \, dt.$$

Also, calculate the cost-to-go function $J^*(t, x)$ and verify that it satisfies the HJB equation.

† In the 30s and 40s journal space was at a premium, and finite-dimensional optimization research was thought to be a simple special case of the calculus of variations, thus insufficiently challenging or novel for publication. Indeed the modern optimality conditions of finite-dimensional optimization subject to equality and inequality constraints were first developed in the 1939 Master’s thesis by Karush, but first appeared in a journal quite a few years later under the names of other researchers.
3.4

Work out the minimum-time problem (Example 3.4.3) for the case where there is friction and the object’s position moves according to
\[ \dot{y}(t) = -ay(t) + u(t), \]
where \( a > 0 \) is given. Hint: The solution of the system
\[ m(t) = 0, \quad \dot{u}(t) = -\dot{P}t + ap2(t), \]
is
\[ PL(t) = PL(0), \quad P2(t) = \frac{1}{a} (1 - e^{-at}) P2(0) + e^{at} p2(0). \]
The trajectories of the system for \( u(t) \equiv -1 \) and \( u(t) \equiv 1 \) are sketched in Fig. 3.5.2.

![Figure 3.5.2 State trajectories of the system of Exercise 3.4 for \( u(t) \equiv -1 \) and \( u(t) \equiv 1 \).](image)

3.5 (Isoperimetric Problem)

Analyze the problem of finding a curve \( \{x(t) \mid t \in [0, T] \} \) that maximizes the area under \( x \),
\[ \int_0^T x(t) dt, \]
subject to the constraints
\[ x(O) = a, \quad x(T) = b, \quad \int_0^T \sqrt{1 + (\dot{x}(t))^2} dt = L, \]
where \( a, b, \) and \( L \) are given positive scalars. The last constraint is known as an isoperimetric constraint; it requires that the length of the curve be \( L \). Hint: Introduce the system \( \dot{x}_1 = u, \dot{x}_2 = \sqrt{1 + u^2} \) and view the problem as a fixed terminal state problem. Show that the sine of the optimal \( u(t) \) depends linearly on \( t \). Under some assumptions on \( a, b, \) and \( L \), the optimal curve is a circular arc.

3.6 (L'Hôpital's Problem)

Let \( a, b, \) and \( T \) be positive scalars, and let \( A = (0, a) \) and \( B = (T, b) \) be two points in a medium within which the velocity of propagation of light is proportional to the vertical coordinate. Thus the time it takes for light to propagate from \( A \) to \( B \) along a curve \( \{x(t) \mid t \in [0, T]\} \) is
\[ \int_0^T \frac{1 + (\dot{x}(t))^2}{C \dot{x}(t)} dt, \]
where \( C \) is a given positive constant. Find the curve of minimum travel time of light from \( A \) to \( B \), and show that it is an arc of a circle of the form
\[ x(t)^2 + (t - d)^2 = D, \]
where \( d \) and \( D \) are some constants.

3.7

A boat moves with constant unit velocity in a stream moving at constant velocity \( s \). The problem is to find the steering angle \( u(t) \), \( 0 \leq t \leq T \), which minimizes the time \( T \) required for the boat to move between the point \((0,0)\) to a given point \((a,b)\). The equations of motion are
\[ \dot{x}_1(t) = s + \cos u(t), \quad \dot{x}_2(t) = \sin u(t), \]
where \( x_1(t) \) and \( x_2(t) \) are the positions of the boat parallel and perpendicular to the stream velocity, respectively. Show that the optimal solution is to steer at a constant angle.

A unit mass object moves on a straight line from an initial position \( x_1(0) \) and velocity \( x_2(0) \). Find the force \( \{u(t) \mid t \in [0, T]\} \) that brings the object at time 1 to rest \( \{x_2(t) = 0\} \) at position \( x_1(1) = 0 \), and minimizes
\[ \int_0^1 (u(t))^2 dt. \]
3.9

Use the Minimum Principle to solve the linear-quadratic problem of Example 3.2.2. Hint: Follow the lines of Example 3.3.3.

3.10 (On the Need for Convexity Assumptions)

Solve the continuous-time problem involving the system \( \dot{x}(t) = u(t) \), the terminal cost \((x(T))^2\), and the control constraint \( u(t) \equiv -1 \) or 1 for all \( t \), and show that the solution satisfies the Minimum Principle. Show that, depending on the initial state \( X_0 \), this may not be true for the discrete-time version involving the system \( x_{k+1} = x_k + u_k \), the terminal cost \( x_N^2 \), and the control constraint \( u_k = -1 \) or 1 for all \( k \).

3.11

Use the discrete-time Minimum Principle to solve Exercise 1.14 of Chapter 1, assuming that each \( u_k \) is fixed at a known deterministic value.

3.12

Use the discrete-time Minimum Principle to solve Exercise 1.15 of Chapter 1, assuming that \( \gamma_k \) and \( \delta_k \) are fixed at known deterministic values.

3.13 (Lagrange Multipliers and the Minimum Principle)

Consider the discrete-time optimal control problem of Section 3.3.3, where there are no control constraints \((U = \mathbb{R}^m)\). Introduce a Lagrange multiplier vector \( p_{k+1} \) for each of the constraints

\[
f_k(x_k, u_k) - x_{k+1} = 0, \quad k = 0, \ldots, N - 1,
\]

and form the Lagrangian function

\[
g_N(X_N) + \sum_{k=0}^{N-1} (9k(X_k, u_k) + \dot{p}_{k+1}(Jk(X_k, u_k) - X_{k+1}))
\]

(c.f. Appendix B). View both the state and the control vectors as the optimization variables of the problem, and show that by differentiation of the Lagrangian function with respect to \( X_k \) and \( u_k \), we obtain the discrete-time Minimum Principle.
In this chapter we consider a number of applications of discrete-time stochastic optimal control with perfect state information. These applications are special cases of the basic problem of Section 1.2 and can be addressed via the DP algorithm. In all these applications the stochastic nature of the disturbances is significant. For this reason, in contrast with the deterministic problems of the preceding two chapters, the use of closed-loop control is essential to achieve optimal performance.

4.1 LINEAR SYSTEMS AND QUADRATIC COST

In this section we consider the special case of a linear system

\[ x_{k+1} = A_k x_k + B_k u_k + w_k, \quad k = 0, 1, \ldots, N - 1, \]

and the quadratic cost

\[ J_N(x_N) = x_N^T Q_N x_N, \]

where \( J_N(\cdot) \) is verified to be positive definite and invertible, since \( R_{N-1} \) is positive definite and \( 13_{N-1} Q_{N-1} 13_{N-1} \) is positive semidefinite. As a result, the minimizing control vector is given by

\[ u_{N-1} = \min_{U_{N-1}} E\{ x_{N-1}^T Q_{N-1} x_{N-1} \}. \]

It turns out that the cost-to-go functions \( J_k \) are quadratic and as a result the optimal control law is a linear function of the state. These facts can be verified by straightforward induction. We write Eq. (4.1) for \( k = N - 1 \)

\[ J_N(x_{N-1}) = \min_{U_{N-1}} E\{ x_{N-1}^T Q_{N-1} x_{N-1} + u_{N-1}^T R_{N-1} u_{N-1} \}
\]

and we expand the last quadratic form in the right-hand side. We then use the fact \( E\{ W_{N-1} \} = 0 \) to eliminate the term \( E\{ u_{N-1}^T R_{N-1} u_{N-1} + 2 x_{N-1}^T 13_{N-1} Q_{N-1} u_{N-1} \} \), and we obtain

\[ J_N(x_{N-1}) = x_{N-1}^T Q_{N-1} x_{N-1} + \min_{U_{N-1}} E\{ u_{N-1}^T R_{N-1} u_{N-1} \}
\]

By differentiating with respect to \( U_{N-1} \) and by setting the derivative equal to zero, we obtain

\[ (R_{N-1} + B_{N-1}^T Q_{N-1} B_{N-1}) u_{N-1} = -B_{N-1}^T Q_{N-1} A_{N-1} x_{N-1}. \]

The matrix multiplying \( U_{N-1} \) on the left is positive definite (and hence invertible), since \( R_{N-1} \) is positive definite and \( B_{N-1}^T Q_{N-1} B_{N-1} \) is positive semidefinite. As a result, the minimizing control vector is given by

\[ u_{N-1} = -(B_{N-1}^T Q_{N-1} A_{N-1} x_{N-1})^{-1} B_{N-1}^T Q_{N-1} A_{N-1} x_{N-1}. \]

By substitution into the expression for \( J_N \), we have

\[ J_N(x_{N-1}) = x_{N-1}^T K_{N-1} x_{N-1} + E\{ u_{N-1}^T Q_{N} u_{N-1} \}, \]

where by straightforward calculation, the matrix \( K_{N-1} \) is verified to be

\[ K_{N-1} = A_{N-1}^T Q_{N-1} B_{N-1} (B_{N-1}^T Q_{N-1} B_{N-1} + R_{N-1})^{-1} B_{N-1}^T Q_{N} A_{N-1} + Q_{N-1}. \]
The matrix $KN^{-1}$ is clearly symmetric. It is also positive semidefinite. To see this, note that from the preceding calculation we have for $x \in \mathbb{R}^n$

$$x'KN^{-1}x = \min_u [x'QN-1x + u'R_{N-1}u] + (AN-1x + BN-Iu)'QN(AN-1x + BN-Iu)].$$

Since $QN-1$, $R_{N-1}$, and $QN$ are positive semidefinite, the expression within brackets is nonnegative. Minimization over $u$ preserves nonnegativity, so it follows that $x'KN^{-1}x \geq 0$ for all $x \in \mathbb{R}^n$. Hence $(N-1)$ is positive semidefinite.

Since $iN-1$ is a positive semidefinite quadratic function (plus an inessential constant term), we may proceed similarly and obtain from the DP equation (4.1) the optimal control law for stage $N-1$. As earlier, we show that $J_{N-2}$ is a positive semidefinite quadratic function, and by proceeding sequentially, we obtain the optimal control law for every $k$. It has the form

$$\mu_k^*(x_k) = L_kx_k,$$  \hspace{1cm} (4.2)

where the gain matrices $L_k$ are given by the equation

$$L_k = -(B_k'K_{k+1}B_k + R_k)^{-1}B_k'K_{k+1}A_k,$$

and where the symmetric positive semidefinite matrices $K_k$ are given recursively by the algorithm

$$K_N = Q_N,$$ \hspace{1cm} (4.3)

$$K_k = A_k'(K_{k+1} - B_k'K_{k+1}B_k + R_k)^{-1}B_k'K_{k+1}A_k + Q_k.$$ \hspace{1cm} (4.4)

Just like DP, this algorithm starts at the terminal time $N$ and proceeds backwards. The optimal cost is given by

$$J_0(x_0) = x_0'K_0x_0 + \sum_{k=0}^{N-1} E\{w_k'K_{k+1}W_k\}.$$  \hspace{1cm} (4.6)

The control law (4.2) is simple and attractive for implementation in engineering applications: the current state $x_k$ is being fed back as input through the linear feedback gain matrix $L_k$ as shown in Fig. 4.1.1. This accounts in part for the popularity of the linear-quadratic formulation. As we will see in Chapter 5, the linearity of the control law is still maintained even for problems where the state $x_k$ is not completely observable (imperfect state information).

The Riccati Equation and Its Asymptotic Behavior

Equation (4.4) is called the discrete-time Riccati equation. It plays an important role in control theory. Its properties have been studied extensively and exhaustively. One interesting property of the Riccati equation is that if the matrices $A_k$, $B_k$, $Q_k$, $R_k$ are constant and equal to $A$, $B$, $Q$, $R$, respectively, then the solution $K_k$ converges as $k \to -\infty$ (under mild assumptions) to a steady-state solution $K$ satisfying the algebraic Riccati equation

$$K = A'(K - KB(KB'KB + R) - IB'KA)A +$$ \hspace{1cm} (4.5)

This property, to be proved shortly, indicates that for the system

$$x_{k+1} = Ax_k + Bw_k + w_k, \quad k = 0, \ldots, N - 1,$$

and a large number of stages $N$, one can reasonably approximate the control law (4.2) by the control law $\mu^*$ by the control law $\{\mu_k^*, \mu_k^{*}, \ldots, \mu_k^{*}\}$, where

$$\mu^*(x) = Lx,$$  \hspace{1cm} (4.6)
The notion of stability is of paramount importance in control theory. In the context of our problem it is important that the stationary control law \((4.6)\) results in a stable closed-loop system; that is, in the absence of input disturbance, the state of the system

\[ x_{k+1} = (A + BL)x_k, \quad k = 0, 1, \ldots, \]

tends to zero as \(k \to \infty\). Since \(x_k = (A + BL)x_0\), it follows that the closed-loop system is stable if and only if \((A + BL)\) is controllable, where \(A\) and \(B\) denote the transposes of \(A\) and \(G\), respectively.

The following proposition shows that for a stationary controllable system and constant matrices \(Q\) and \(R\), the solution of the Riccati equation \((4.4)\) converges to a positive definite symmetric matrix \(P\) for an arbitrary positive semidefinite symmetric initial matrix. In addition, the proposition also requires an observability assumption, namely, that \(Q\) can be written as \(C'G\), where the pair \((A, G)\) is observable. Note that if \(r\) is the rank of \(Q\), there exists an \(r x m\) matrix \(G\) of rank \(r\) such that \(Q = G'G\) (see Appendix A). The implication of the observability assumption is that in the absence of control, if the state cost per stage \(\sum_{k=0}^{\infty} Q x_k\) tends to zero or equivalently \(C x \to 0\), then also \(x_k \to 0\).

To simplify notation, we reverse the time indexing of the Riccati equation. Thus, \(P_k\) in the following proposition corresponds to \(K_{n-k}\) in Eq. \((4.4)\). A graphical proof of the proposition for the case of a scalar system is given in Fig. 4.1.2.

**Proposition 4.4.1:** Let \(A\) be an \(n \times n\) matrix, \(B\) be an \(n \times r_0\) matrix, \(Q\) be an \(n \times n\) positive semidefinite symmetric matrix, and \(R\) be an \(m \times m\) positive definite symmetric matrix. Consider the discrete-time Riccati equation

\[ P_{k+1} = A'P_k A - P_k B'P_k B + R^{-1}B'P_k A + Q, \quad k = 0, 1, \ldots. \]

where the initial matrix \(P_0\) is an arbitrary positive semidefinite symmetric matrix. Assume that the pair \((A, B)\) is controllable. Assume also that \(Q\) may be written as \(C'G\), where the pair \((A, G)\) is observable. Then:

(a) There exists a positive definite symmetric matrix \(P\) such that for every positive semidefinite symmetric initial matrix \(P_0\) we have

\[ \lim_{k \to \infty} P_k = P. \]
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Furthermore, $P$ is the unique solution of the algebraic matrix equation

$$P = A'(P - PB(B'PB + R)^{-1}BPA)A + Q$$  \hspace{1cm} (4.9)

within the class of positive semidefinite symmetric matrices.

(b) The corresponding closed-loop system is stable; that is, the eigenvalues of the matrix

$$D = A + BL,$$  \hspace{1cm} (4.10)

where

$$L = -(B'PB + R)^{-1}B'PA,$$  \hspace{1cm} (4.11)

are strictly within the unit circle.

Proof: The proof proceeds in several steps. First we show convergence of the sequence generated by Eq. (4.8) when the initial matrix $P_0$ is equal to zero. Next we show that the corresponding matrix $D$ of Eq. (4.10) satisfies $Dk \to 0$. Then we show the convergence of the sequence generated by Eq. (4.8) when $P_0$ is any positive semidefinite symmetric matrix, and finally we show uniqueness of the solution of Eq. (4.9).

Initial Matrix $P_0 = 0$. Consider the optimal control problem of finding $u_0, u_1, \ldots, u_{k-1}$ that minimize

$$\sum_{i=0}^{k-1} (x'_i Q x_i + u'_i R u_i)$$

subject to

$$x_{i+1} = Ax_i + Bu_i, \quad i = 0, 1, \ldots, k - 1,$$

where $x_0$ is given. The optimal value of this problem, according to the theory of this section, is $x'_0 P_k(0) x_0$,

where $P_k(0)$ is given by the Riccati equation (4.8) with $P_0 = 0$. For any control sequence $(u_0, u_1, \ldots, u_{k-1})$ we have

$$\sum_{i=0}^{k-1} (x'_i Q x_i + u'_i R u_i) \leq \sum_{i=0}^{k-1} (x'_i Q x_i + u'_i R u_i)$$

and hence

$$x'_0 P_k(0) x_0 = \min_{u_0, u_1, \cdots, u_{k-1}} \sum_{i=0}^{k-1} (x'_i Q x_i + u'_i R u_i)$$

$$\leq \min_{u_0, u_1, \cdots, u_{k-1}} \sum_{i=0}^{k-1} (x'_i Q x_i + u'_i R u_i)$$

$$= x'_0 P_{k+1}(0) x_0,$$

where both minimizations are subject to the system equation constraint $x_{i+1} = Ax_i + Bu_i$. Furthermore, for a fixed $x_0$ and for every $k$, $x'_0 P_k(0) x_0$ is bounded from above by the cost corresponding to a control sequence that forces $x_0$ to the origin in $n$ steps and applies zero control $u_0$ thereafter. Such a sequence exists by the controllability assumption. Thus the sequence $(x'_0 P_k(0) x_0)$ is nonincreasing with respect to $k$ and bounded from above, and therefore converges to some real number for every $x_0 \in \mathbb{R}^n$. It follows that the sequence $(P_k(0))$ converges to some matrix $P$ in the sense that each of the sequences of the elements of $P_k(0)$ converges to the corresponding elements of $P$.
ing elements of \( P \). To see this, take \( \overline{x}_k = (1, 0, \ldots, 0) \). Then \( x'_k P_k(0)x_0 \) is equal to the first diagonal element of \( P_k(0) \), so it follows that the sequence of first diagonal elements of \( P_k(0) \) converges; the limit of this sequence is the first diagonal element of \( P \). Similarly, by taking \( \overline{x}_k = (0, \ldots, 0, 1, 0, \ldots, 0) \) with the 1 in the \( i \)th coordinate, for \( i = 2, \ldots, n \), it follows that all the diagonal elements of \( P_k(0) \) converge to the corresponding diagonal elements of \( P \). Next take \( \overline{x}_k = (1, 0, \ldots, 0) \) to show that the second elements of the first row converge. Continuing similarly, we obtain

\[
\lim_{k \to \infty} P_k(0) = P,
\]

where \( P_k(0) \) are generated by Eq. (4.8) with \( P Q = 0 \). Furthermore, since \( P_k(0) \) is positive semidefinite and symmetric, so is the limit matrix \( P \). Now by taking the limit in Eq. (4.8) it follows that \( P \) satisfies

\[
P = A'(P - PB(B'PB + R) - (B'B)P)A + Q.
\]

In addition, by direct calculation we can verify the following useful equality

\[
P = D'PD + Q + L'RL,
\]

where \( D \) and \( L \) are given by Eqs. (4.10) and (4.11). An alternative way to derive this equality is to observe that from the DP algorithm corresponding to a finite horizon \( N \) we have for all states \( x \in N-k \)

\[
x'_{N-k} P_{k+1}(0)x_{N-k} = x'_{N-k} Q x_{N-k} + \mu^*_N(x_{N-k}) R^*_{N-k} x_{N-k} + x'_{N-k} P_k(0) x_{N-k+1}.
\]

By using the optimal controller expression \( \mu^*_N(x_{N-k}) = L N-k X N-k \) and the closed-loop system equation \( X N-k+1 = (A + BL N-k) X N-k \), we thus obtain

\[
P_{k+1}(0) = Q + L'_{N-k} R L N-k + (A + B L N-k) P_k(0) (A + B L N-k).
\]

Equation (4.12) then follows by taking the limit as \( k \to \infty \) in Eq. (4.13).

**Stability of the Closed-Loop System.** Consider the system

\[
x_{k+1} = (A + BL)x_k = D x_k
\]

for an arbitrary initial state \( \overline{x}_0 \). We will show that \( X_k \to 0 \) as \( k \to \infty \). We have for all \( k \) by using Eq. (4.12),

\[
x'_{k+1} P x_{k+1} - x'_{k} P x_{k} = x'_{k} (D'PD - P)x_k = -x'_{k} (Q + L'RL)x_k.
\]

Hence

\[
x'_{k+1} P x_{k+1} = x'_{0} P x_{0} - \sum_{i=0}^{k} x'_{i} (Q + L'RL)x'_i
\]

for some \( x'_i \) such that \( x'_0 P x_0 = 0 \). Since \( P \) is positive semidefinite, from Eq. (4.15) we obtain

\[
x'_{k} (Q + L'RL)x_k = 0, \quad k = 0, 1, \ldots
\]

Thus all the controls \( \mu^*(X_k) = L X_k \) of the closed-loop system are zero while we have \( C X_k = 0 \) for all \( k \). Based on the observability assumption, we will show that this implies \( \overline{x}_0 = 0 \), thereby reaching a contradiction. Indeed, consider Eq. (4.17) for \( k = 0 \). By the preceding equalities, the left-hand side is zero and hence

\[
0 = \begin{bmatrix} C A^{n-1} \\ \vdots \\ C A \\ C \end{bmatrix} x_0.
\]

Since the matrix multiplying \( \overline{x}_0 \) above has full rank by the observability assumption, we obtain \( \overline{x}_0 = 0 \), which contradicts the hypothesis \( \overline{x}_0 \neq 0 \) and proves that \( P \) is positive definite.
Arbitrary Initial Matrix $P_0$. Next we show that the sequence of matrices $\{P_k(P_0)\}$, defined by Eq. (4.8), when the starting matrix is an arbitrary positive semidefinite symmetric matrix $P_0$, converges to $P$ as $k \to \infty$ \cite{1}. Indeed, the optimal cost of the problem of minimizing

\[
x_k^TP_0x_k + \sum_{i=0}^{k-1} (x_i^TQx_i + u_i^TRu_i)
\]  
subject to the system equation $x_{i+1} = Ax_i + Bu_i$ is equal to $x_0^TP_0x_0$. Hence we have for every $x_0 \in \mathbb{R}^n$

\[
x_0^TP_0(0)x_0 \leq x_0^TP_0(P_0)x_0.
\]

Consider now the cost (4.18) corresponding to the controller $u(x_k) = Lx_k$, where $L$ is defined by Eq. (4.11). This cost is

\[
x_0^TD^TP_0Dk + \sum_{i=0}^{k-1} Di'(Q + LRL)Di
\]
and is greater or equal to $x_0^TP_0(P_0)x_0$, which is the optimal value of the cost (4.18). Hence we have for all $k$ and $x \in \mathbb{R}^n$

\[
x_k^TPk(0)x \leq x_k^TPk(P_0)x \leq x_k^T(D^TP_0Dk + \sum_{i=0}^{k-1} Di'(Q + LRL)Di)x.
\]

We have proved that

\[
\lim_{k \to \infty} P_k(0) = P,
\]
and we also have, using the fact $\lim_{k \to \infty} D^TP_0Dk = 0$, and the relation $Q + LRL = P - D'PD$ [cf. Eq. (4.12)],

\[
\lim_{k \to \infty} \left\{ D^TP_0Dk + \sum_{i=0}^{k-1} Di'(Q + LRL)Di \right\} = \lim_{k \to \infty} \sum_{i=0}^{k-1} Di'(Q + LRL)Di
\]

\[
= \lim_{k \to \infty} \sum_{i=0}^{k-1} Di'(P - D'PD)Di/p.
\]

Combining the preceding three equations, we obtain

\[
\lim_{k \to \infty} Pk(P_0) = P,
\]
for an arbitrary positive semidefinite symmetric initial matrix $P_0$.

Uniqueness of Solution. If $\tilde{P}$ is another positive semidefinite symmetric solution of the algebraic Riccati equation (4.9), we have $P_k(\tilde{P}) = P$ for all $k = 0, 1, \ldots$. From the convergence result just proved, we then obtain

\[
\lim_{k \to \infty} Pk(\tilde{P}) = P.
\]

implies that $\tilde{P} = P$. Q.E.D.

The assumptions of the preceding proposition can be relaxed somewhat. Suppose that, instead of controllability of the pair $(B)$, we assume that the system is stabilizable in the sense that there exists an $m \times n$ feedback gain matrix $G$ such that the closed-loop system $x_{k+1} = (A + BG)x_k$ is stable. Then the proof of convergence of $P_k(0)$ to some positive semidefinite $P$ given previously carries through. [We use the stationary control law $\mu(x) = Gx$ for which the closed-loop system is stable to ensure that $x_k^TPk(0)x_0$ is bounded.] Suppose that, instead of observability of the pair $(A, \tilde{G})$, the system is assumed detectable in the sense that $A$ is such that if $U_k \to 0$ and $OX_k \to 0$ then it follows that $X_k \to 0$. (This essentially means that instability of the system can be detected by looking at the measurement sequence $\{z_k\}$ with $z_k = Cx_k$.) Then Eq. (4.16) implies that $X_k \to 0$ and that the system $x_{k+1} = (A + BL)x_k$ is stable. The other parts of the proof of the proposition follow similarly, with the exception of positive definiteness of $P$, which cannot be guaranteed anymore. (As an example, take $A = 0$, $B = 0$, $0 = 0$, $R > 0$. Then both the stabilizability and the detectability assumptions are satisfied, but $P = 0$.)

To summarize, if the controllability and observability assumptions of the proposition are replaced by the preceding stabilizability and detectability assumptions, the conclusions of the proposition hold with the exception of positive definiteness of the limit matrix $P$, which can now only be guaranteed to be positive semidefinite.

Random System Matrices

We consider now the case where $\{A_0, B_0, \ldots, A_{N-1}, B_{N-1}\}$ are not known but rather are independent random matrices that are also independent of $w_0, w_1, \ldots, w_{N-1}$. Their probability distributions are given, and they are assumed to have finite second moments. This problem falls again within the framework of the basic problem by considering as disturbance at each time $k$ the triplet $(A_k, B_k, u_k)$. The DP algorithm is written as

\[
J_N(x_N) = x_N^TQ_Nx_N,
\]

\[
J_k(x_k) = \min_{u_k, w_k, \theta_k} \mathbb{E}\{x_k^TQ_kx_k + u_k^TR_ku_k + J_{k+1}(A_kx_k + B_ku_k + w_k)\},
\]